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Abstract 
 

As an important component of the global cryosphere, permafrost plays an important 
role in global climate stability and environmental sustainability of inland areas. 
Permafrost is also an important component of the global carbon pool, which can help 
reduce greenhouse gas emissions and thus serve to curb climate change. In recent years, 
scientific research has revealed that the continued degradation of permafrost not only 
affects the global climate, but may also trigger catastrophic consequences, the most 
alarming of which is the re-emergence of ancient viruses. Due to the continued 
degradation of permafrost, these ancient viruses that have disappeared may be released, 
posing a serious threat to human health. Therefore, we should enhance the protection of 
permafrost to prevent the re-emergence of ancient viruses.  

Remote sensing technology is becoming increasingly indispensable in observing 
large areas of permafrost to assess the effects of global climate change and to protect 
important social frameworks. Using satellite and aerial photography, this technology can 
provide important information about permafrost and its impact on the environment and 
human activities. However, the usual remote sensing permafrost models have some 
problems that need to be improved in terms of analysis scale, applicability range and 
parameter accuracy.  

Especially, the Top Temperature Of Permafrost (TTOP) permafrost model and Land 
Surface Temperature (LST)-zero-curtain permafrost model, which have been applied 
more in recent years, have some problems that must be improved in these aspects. For 
example, the TTOP model should improve the overall resolution of the data, improve 
the accuracy of the soil thermal conductivity, and reduce the error caused by the 
temperature observation range, etc. And the LST-zero-curtain model needs to remove 
the influence of vegetation and snow layer, and set the lower limit of temperature for 
curve change.  

To address these issues and the relevance of both models, in this study we propose a 
new permafrost analysis model for more accurate permafrost assessment than the 
traditional TTOP and LST-zero-curtain models. The new model's active permafrost 
layer is temperature controlled by the LST and the TTOP. By using these two 
parameters, the model provides an accurate and reliable picture of temperature changes 
in the permafrost zone.  



 

 

 

 

 

- 2 - 

 

 
Because the water content of the soil must be taken into account when determining 

the TTOP level for curve changes. Here, the soil thermal conductivity at the net water 
content state is introduced to correct the soil thermal conductivity at the saturated water 
content state in the original TTOP equation. After that, the corrected TTOP value is used 
as the lower limit temperature of the new model, and the LST replaces the 2-10m air 
temperature value as the upper limit temperature of the new model, and then the lower 
and upper limit temperatures are used together to determine the temporal and spatial 
extent of the occurrence of the zero-curtain effect in the subsurface. Then the change of 
zero-curtain effect and the duration are used to analyze the existence of permafrost and 
the change law of stability. This new approach to permafrost analysis is referred to as 
the TTOP LST-zero-curtain (TLZ) permafrost model in this study.  

In order to better apply, analyze, and validate the TLZ model, the most representative 
region in permafrost research, the central-eastern part of the Qinghai-Tibetan Plateau 
was selected as the study area for the TLZ model. There are not only a lot of 
long-period satellite observations from National Aeronautics and Space Administration 
(NASA) but also a variety of meteorological data from the 
China-Meteorological-Data_service-Centre (CMDC) in the study area, which provides a 
rich data guarantee for the smooth implementation of this study. After extensive data 
processing and analysis required for the TLZ model, the permafrost changes, 
classification and stability in the study area for the period 2012-2021 were evaluated 
and mapped according to the principles of the TLZ model. The results of the analysis 
showed that the permafrost in the study area showed an overall significant degradation 
trend in terms of stability and continuity during the period 2012-2021, but the 
permafrost that continued to degrade around 2018-2019 showed a certain degree of 
recovery, which we believe may be more related to the increase in vegetation and 
rainfall in these two years.  

Later, to validate the results of the TLZ model, the Mean Anuual Ground Temperature 
(MAGT) model was constructed using twice-daily ground temperature data from 27 
CMDC sites near the center of the study area, where daily average ground temperature 
data at 300, 60, 50, and 30 cm depths at each site were used to calculate daily average 
ground temperatures at each of the 27 sites for the period 2012-2021. Afterwards, the 
MAGT model results were compared with the TLZ model ground temperature estimates 
for validation.  
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Here, the comparison of ground temperature at 300 cm depth was done to verify the 

accuracy of TTOP values after adding the net moisture content soil thermal conductivity 
factor, while the comparison of ground temperature at 60, 50, and 30 cm was done to 
verify the accuracy of determining the zero-curtain effect in this study. The validation 
results showed an average SE of 0.25 °C, an average MAE of 0.27 °C, and an average 
RMSE of 0.19 °C at different depths. Finally, the superiority of the TLZ model was 
demonstrated by comparing the results with those of the TTOP and LST-zero-curtain 
models in the traditional study. 

The TLZ model not only identifies areas where large- and medium-scale permafrost 
exists, but also allows for detailed small-scale stability analysis, periodic change 
patterns, permafrost type conversion, and degradation predictions. These features of the 
TLZ model offer significant advantages over traditional permafrost analysis methods. 
The TLZ model provides insight into permafrost conditions in a region and is expected 
to be a useful tool for assessing the impact of climate change on permafrost in other 
parts of the world. Such a detailed analytical model will help to better inform 
permafrost management decisions in these regions. It also provides a new direction for 
the development of multi-scale analytical models for permafrost with a high degree of 
accuracy. Further research work will be conducted on LST and 0cm ground temperature 
conversion, and removal of tall vegetation to better refine the TLZ model.  
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Chapter 1 Introduction 

 

1.1 Background of the Study  

 
According to common definitions, permafrost refers to ice-rich soils and rocks that 

are lower than 0 ℃ [1,2]. It is a typical cold-zone geological environment, widel
y distributed in polar and high-altitude regions such as the Himalayas and the Arctic. 
Permafrost is a very fragile ecosystem with lower temperature, higher humidity, higher 
weathering and lower plant growth rate. Typical characteristics of permafrost include a 
hard surface layer, glacial action, and vertical sliding. In addition, permafrost is affected 
by human activities, such as climate change and pollution, which may have a negative 
impact on it. Permafrost is a significant part of the cryosphere, 1 of the 5 global spheres, 
and it covers a significant portion of the planet's land surface [3]. In today's global
 warming, the importance of permafrost has become more and more prominent. It has a 
variety of surface forms, such as glacial, rocky permafrost, permafrosty sandy soil, 
clayey clay, etc. These changes in surface characteristics also make the surface state of 
permafrost layer complex and variable. Every year, around 50 × 106 km2 of the planet's 
soil experiences a freeze-thaw transition due to permafrost [4]. The freeze-thaw process
 of permafrost is a complex physical process that affects the surface temperature, water 
level, and the movement of materials, and is an important part of the Earth's climate 
change. The freeze-thaw process not only affects the surface geomorphology and its 
ecological environment, but also affects the human life and living environment. 
Therefore, it becomes very important to protect the permafrost layer and its ecological 
environment.  
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According to how long the permafrost remains frozen, it may be divided into three 

types: ephemeral permafrost, seasonal permafrost and permafrost. Ephemeral 
permafrost freezes in the fall of each year and melts in the spring for a relatively short 
period of time, generally no more than 15 days; Seasonal permafrost continues to freeze 
in the spring and fall of each year, generally for a longer period of time, about 15-200 
days; Permafrost continues to freeze, generally for more than 700 days, and may last for 
several years [5]. 

The soil and rock layer over the permafrost layer that freezes and melts during the 
cold and warm seasons is known as the active layer [6,7]. Active layers greatl
y influence the changes in the soil and rock layers that make them up. When they freeze, 
they push the ground up, creating specific landform patterns; when they melt, they make 
the ground more barren, making plant growth limited. When the active layer becomes 
deeper it causes water to accumulate in the surface layer of permafrost, making the 
surface wet and forming a distinctive feature of permafrost deterioration. In addition, 
deepening of the active layer leads to thinning of the surface soil, resulting in changes in 
the microbial activity and nitrogen and phosphorus nutrient concentrations of the 
permafrost vegetation and soil material. Therefore, the active layer becoming deeper is 
thought to be an indication of permafrost deterioration [6,7]. At the same time, th
e principal location for gaseous, hydrothermal, and energy exchange between the 
outside world and the permafrost is the active layer [8,9].  

Numerous variables, including air temperature, snow cover, plant cover, soil moisture, 
geotechnical characteristics, evapotranspiration, precipitation, geomorphology, and 
unfrozen water content, have an impact on the permafrost active layer's energy 
exchange [10–12]. Among them, air temperature is the main factor affecting energ
y exchange, snow cover can reduce the melting of frozen soil, while plant cover can 
change soil temperature and humidity, and also affect soil albedo. Changes in soil 
moisture can also have an impact on energy exchange. Geotechnical properties, 
transpiration and precipitation can also change soil temperature and moisture, while 
topography and unfrozen water content can also influence the energy exchange process 
from a hydrological and geological point of view.  
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Warnings of permafrost deterioration have been made in recent years as a direct result 

of the greenhouse effect's global warming deepening the permafrost's active layer over a 
significant portion of the planet [13–16]. Since permafrost has characteristics closel
y related to ecological environment and climate change, the impact of global warming 
on permafrost will not only affect the polar regions, but also affect the climate change in 
other regions, thus bringing far-reaching effects on the ecological environment of the 
earth. Therefore, in the context of global warming, protecting permafrost, slowing down 
the process of global warming, and thus protecting the ecological environment of the 
earth, has become an important issue that the global society must face.  

The permafrost has deteriorated as a result of the extraordinary hydrothermal energy 
shifts in the permafrost's active layer [17,18], as well as to a number of environmenta
l issues, such a notable decrease in the amount of plant cover [19], an increase in the 
soil's organic matter emissions of carbon-containing components, a decline in the soil's 
microbial stability and diversity [20–23], which has serious implications for the socia
l environment and human health, a rise in precipitation makes the environment more 
humid and affects the normal life of people [24,25]. Milder winters [26], which affec
ts the ecological balance. And the resurgence of ancient viruses in the permafrost layer 
[27] poses some unknown risks and poses a health threat to humans.  

And that is why, it is crucial to execute long-period interactive monitoring, high 
temporal and spatial mapping, and evaluation of permafrost-related shifts in the 
thickness of the active permafrost layer according to an accurate understanding of the 
patterns of temperature and soil factor fluctuation. Such high-precision monitoring and 
assessment helps to detect early signs of permafrost changes, take early measures, and 
effectively avoid the adverse effects of permafrost changes on the environment. In 
addition, such monitoring and assessment can also help to better reveal the mechanisms 
of permafrost change, thus providing a basis for scientific research and environmental 
management.  
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1.2 Permafrost Research Model Development Process  

 
The majority of permafrost study first half of the 1990s was done by groups working 

in the area [28], utilizing field observations and boreholes to gather information on the
 local distribution and kind of permafrost. Therefore, the government and related 
research institutions are working to form research teams to support more permafrost 
research in the larger region to provide a scientific basis for protecting the local 
permafrost environment and to help make better use of permafrost resources, financial 
and geographic restrictions, however, make it difficult to conduct long-term permafrost 
research across a large region.  

The study of permafrost at this time is constrained to a primitive planimetric and 
two-dimensional mapping stage due to the sparse field data and small-scale. This 
mapping method can only give a basic description of the morphology, spatial 
distribution and development of permafrost, but it cannot deeply study the internal soil 
characteristics, active layer characteristics, geographic and natural environment, energy 
status, changes, transformation types, etc. Therefore, there is still much room for further 
exploration and in-depth expansion of permafrost research at this stage.  

On the basis of physics principles and earlier research, scientists have presented a 
range of empirical, physical, semi-physical, and semi-empirical models for permafrost 
research to solve fieldwork's limitations. These models are designed to address the 
limitations of field work by allowing researchers to simulate the field permafrost 
environment indoors for in-depth studies. This also provides an easy way to think about 
the nature of permafrost and better utilize them in this period of permafrost research.  

Among them, the empirical models mainly use the main natural geographic factors 
related to the conditions of permafrost occurrence to establish the relational expressions 
that can be deduced step by step, and then seek the laws of permafrost change on a large 
spatial scale. The natural geographic factors required in the empirical models are 
generally relatively easy to obtain, but because of the limitations limited by objective 
geographic factors and human cognition, the empirical models have large errors.  
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The physical model is based on the principle of energy conservation and makes full 

use of the law of water and heat energy conversion between the outside world and 
permafrost to simulate and analyze the distribution and changes of permafrost, which 
largely avoids the limitations of human perception in the empirical model, but most of 
the physical models require many model parameters, which generally require long 
period of continuous observation to obtain, which also causes a relatively large 
limitation in the temporality of the physical model for permafrost analysis. Although the 
subsequent semi-empirical and semi-physical models combine the advantages of the 
empirical and physical models and avoid the limitations of the empirical and physical 
models to a certain extent, there are still limitations in monitoring permafrost changes 
dynamically on a large scale and for a long period.  

Remote sensing technology can greatly improve our ability to observe and study the 
Earth's surface, it can be used to monitor changes in the geographic environment, and it 
can also acquire information at a very fast rate. It can dynamically monitor information 
about the geographic environment over long distances, large areas, and long periods of 
time, and it can record a variety of permafrost-related environmental data, such as 
information about soil, vegetation, and water sources, for analysis and prediction. In 
addition, remote sensing technology can be used to study large-scale permafrost 
changes and help people better cope with various impacts caused by permafrost 
degradation.  

The study strategy of mixing semi-physical and semi-empirical models with remote 
sensing technology has emerged as the most well-liked method for permafrost study due 
to the continuing growth and advancement of remote sensing technologies in the 
twenty-first century. This research strategy can improve permafrost research in many 
ways and help identify and address the spatial distribution and evolution of permafrost 
and its cyclical effects on environmental factors. In addition, this strategy can 
effectively improve the efficiency and accuracy of permafrost research, providing 
permafrost researchers with practical and valid information. 

The combination with remote sensing technology fully solves the problems of 
geographical, spatial and temporal aspects of the previous semi-empirical and 
semi-physical models, and makes it possible to monitor the changes of permafrost on a 
global scale over a long period of time. As a result, scientists have proposed many 
models for permafrost analysis combined with remote sensing techniques.  
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More specifically, this approach is best represented by the permafrost models listed in 
Table 1.1 by time and by examples of current permafrost studies. These permafrost 
models each have their own benefits and drawbacks and may be used to analyze 
permafrost at various temporal and geographical dimensions.  

 
Table 1.1: The most representative models and examples of permafrost studies. 

Time of Presentation Models and Examples 
1891 The Stefan permafrost (Original) model [29]
1943 The Stefan permafrost (Modified) model [30]
1983 The Nelson permafrost (Original) model [31]

1996,1997,2002,2004 The Nelson permafrost (Modified and Examples) model 
[32–35

1974 The Kudryavtsev permafrost (Original) model [36]
1999 The Kudryavtsev permafrost (Examples) model [37]
2005 The mean annual ground temperature (MAGT) permafrost 

(Original) model [38]
2018 The mean annual ground temperature (MAGT) permafrost 

(Examples) model [39]
1996 The temperature at the top of the permafrost 

(TTOP)-MAAT permafrost (Original) model [40]
2002 The temperature at the top of the permafrost 

(TTOP)-MAAT permafrost (Modified) model [41]
2021,2007,2021,2021, 

2022,2021,2019 
The temperature at the top of the permafrost 

(TTOP)-MAAT permafrost (Examples) model [42–48
2020 The LST–zero-curtain permafrost (Original) model [49]

1990,2017,2022 The zero-curtain permafrost (Examples) model [50–52
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1.3 Several Representative Permafrost Research Models  

 

1.3.1 The Stefan Permafrost Model  

 
Josef Stefan initially put out the Stefan model [29] in 1891 to analyze the thawing

 and freezing of Arctic lake ice and determine its thickness, and its basic principle is 
that when the heat inside the lake ice changes uniformly and rapidly, the phase change 
temperature between ice and water is equal to the temperature at the location of ice and 
water contact in the lake ice, i.e., the heat release from ice to water is equal to the heat 
absorption from water to ice in a certain time space the absorption of heat [29]. In other
 words, the variation law of ice thickness is inferred from the variation law of heat with 
time in a certain space, and the early Stefan model is widely used in the calculation of 
ice thickness in many cold regions because of its few parameters and simple calculation. 
It provides an effective calculation method that allows us to better understand the 
variation pattern of ice thickness. At the same time, it provides a basis for subsequent 
researchers that can be further improved so that they can better study the variation 
pattern of ice thickness.  

To determine the broad spread of permafrost by using characteristics and qualities of 
the soil, Berggren analyzed soil ice rather than pure lake ice in 1943 [30]. He used the
 principles of the Stefan model to calculate the depth of the active layer in the frozen 
zone and came up with a more accurate result. Since permafrost and lake ice behave 
almost identically during freeze-thaw and their change patterns are close, it can be said 
that there is not much difference between them [30]. 
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Therefore, the parameters of permafrost can be replaced by those of soil during the 

freeze-thaw process without much effect. Also because the distribution of soil ice is 
mainly influenced by the type and composition of the soil, climatic conditions and 
topography. For example, in polar regions, with lower temperatures and higher snowfall, 
soil ice covers a wider area, while in temperate regions, with lower temperatures and 
rainfall, the distribution of soil ice is smaller. In addition, the type and composition of 
the soil can also affect the distribution of soil ice. Soil ice can form and develop more 
readily in coarse and fine sandy soils, and more slowly in clay and gravel. Thus, 
Berggren's study provides an important practical basis for the distribution and depth 
variation of permafrost.  

In the next time, scientists introduced some factors related to surface temperature into 
the Stefan permafrost model applied to permafrost, which include surface temperature 
change rate, surface emissivity, surface albedo, atmospheric pressure, etc. These factors 
can better reflect the actual situation of permafrost heat transport. to improve the 
applicability of the Stefan permafrost model in permafrost analysis and calculation. 
Because of its small computational size, the Stefan permafrost model is well suited to 
analyze and predict large-scale permafrost by year without pursuing accuracy. It can 
help us grasp the trend of permafrost changes in a holistic manner and effectively 
predict the environmental changes caused by permafrost changes on a large scale scale. 
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1.3.2 The Nelson Permafrost Model  

 
The Nelson permafrost model [31] sometimes known as the Nelson freeze-thaw

 index model, was proposed by Nelson et al. in 1983 and is based on Stefan's 
permafrost model. The Nelson permafrost model is mainly based on the heat transfer 
properties of the soil, using the extreme monthly temperature method to calculate the 
surface temperature, and then the Stefan permafrost model applied to permafrost to 
estimate the thickness change of permafrost during the freeze-thaw period, and then 
infer the distribution of permafrost.  

The Nelson permafrost model is identical in principle to the Stefan permafrost model 
in that it starts from the perspective of the effect of potential soil heat on the thickness 
of the active layer and uses the corrected air temperature to derive the surface 
temperature, so that it can more accurately reflect the temperature change of the actual 
environment. The Nelson permafrost model also takes into account the loss and gain of 
energy transfer, as well as the humidity and wind speed in the atmosphere, which are 
not taken into account by the Stefan permafrost model, when calculating the surface 
temperature. In addition, the Nelson permafrost model uses a more accurate numerical 
algorithm, which reflects the temperature variation of the actual environment more 
precisely.  

But, on a broad regional scale, this model has difficulty determining the attenuated air 
temperature and the amount of unfrozen water in soils. For example, in winter in some 
regions, air temperature may decrease more rapidly than the amount of unfrozen water 
in the soil, while in other regions, the amount of unfrozen water in the soil may decrease 
more rapidly. In addition, the model is unable to determine under which climatic 
conditions this attenuation is most pronounced and in which areas it will be most 
affected. Therefore, the accuracy of this model may also vary at different regional scales, 
and further research is needed to determine its accuracy at different regional scales. 
Nelson et al. made some local improvements to the Nelson permafrost model in the 
following decades [32–35] to increase the applicability of the Nelson model at hig
h latitudes, and these improvements helped to improve the computational accuracy of 
the Nelson permafrost model to better reflect the state changes during soil freezing and 
thawing.  
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However, these improvements do not take into account the effects of snow and 

vegetation, and therefore, the accuracy of the Nelson permafrost model in snow and 
vegetation-covered areas may be lacking. To solve this problem, some researchers now 
try to develop Nelson permafrost models that take snow and vegetation into account. 
Because the Nelson model is able to simulate the temperature change during the 
freeze-thaw period and because it requires fewer parameters, it is more applicable in the 
field of large-scale permafrost analysis where the freeze-thaw period needs to be 
considered.  

As described in Sections 1.3.1 and 1.3.2, the Stefan permafrost model and Nelson 
permafrost model, which are large-scale models for predicting the distribution of 
permafrost, depend mainly on latitude and longitude, soil characteristics, elevation, and 
unfrozen water content. Both models can predict the distribution of permafrost by 
calculating the thickness variation of permafrost on a large scale. However, in practice, 
geographic and climatic variables at small and medium scales are also important factors 
affecting permafrost distribution. For example, climate change affects the distribution of 
permafrost in a given area, and geomorphic topography affects the vertical distribution 
of permafrost.  

Therefore, large scale models alone may not be able to accurately capture these small 
and medium scale variables, thus making the large scale models limited in the accuracy 
of simulating permafrost distribution. Therefore, for permafrost distribution studies that 
require higher accuracy, these two models may not be very useful. 
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1.3.3 The Kudryavtsev Permafrost Model  

 
In order to solve the shortcomings of Stefan's permafrost model in permafrost 

research, Kudryavtsev proposed the Kudryavtsev permafrost model in 1974 [36], which
 changed the assumptions of Stefan's permafrost model and took the temperature 
variation into account as an independent variable, thus reflecting the dynamic 
characteristics of permafrost more accurately. The emergence of the Kudryavtsev 
permafrost model has brought new ideas to the study of permafrost, making it more 
accurate and more in-depth. It is based on the effects of temperature and climate on 
permafrost, including effects on permafrost cover, temperature, moisture, humidity, 
vegetation, snowpack, wind speed and direction.  

When the temperature decreases, the permafrost cover increases; the moisture content 
increases and the humidity increases; the wind speed decreases and the wind direction 
changes. As a result of these changes, the biodiversity and ecosystem function of 
permafrost will change, and the structure and properties of permafrost will also change. 
The Kudryavtsev permafrost model aims to comprehensively explore the various layers 
of the permafrost system through the study of the thermal state of the soil. It takes into 
account the influence of soil water content and temperature on permafrost, combines 
surface and subsurface meteorological factors, and studies the movement characteristics, 
water transport, energy exchange and hydrogeological processes of the layers in the 
permafrost system, thus providing an in-depth analysis of the formation mechanism of 
permafrost and its natural laws.  

The algorithm takes into account not only the effect of potential soil heat on the 
active layer, but also the heat capacity and heat conduction effects of the soil itself. For 
example, the heat capacity can affect the rate of change of soil temperature and the heat 
conduction effect can change the distribution characteristics of soil temperature. In 
addition, heat conduction effects can also affect the direction of change of soil 
temperature and increase the gradient of soil temperature. Theoretically, the 
Kudryavtsev permafrost model is a comprehensive improvement of the Stefan 
permafrost model, which more accurately simulates the soil thermal effect. However, a 
large number of model parameters need to be entered to achieve a more accurate 
simulation.  
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These parameters need to take into account the structural and compositional 

properties of the soil, as well as the surface morphology of the soil, which are important 
factors in the soil thermal effect. In addition, the variation of the internal soil 
temperature field, moisture field and flux field need to be considered, and these 
parameters are also important factors influencing the soil thermal effect.  

This model benefits from a more thorough consideration of the heat transfer 
mechanisms that occur between the atmosphere and the soil in the permafrost zone, 
which improves the prediction of climate change in the permafrost zone to some extent. 
Although this model has been utilized in the Kuparuk area of the northern Alaska, USA 
[37], it is less frequently used than other permafrost models for permafrost study,
 mostly because the model needs more parameters and some specific parameters are 
difficult to obtain periodically in some study areas with relatively harsh geographic 
environments, plus the high accuracy requirements of individual parameters can easily 
lead to errors in interlayer simulations. 
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1.3.4 The Mean Anuual Ground Temperature (MAGT) Permafrost 

Model  

 
The MAGT permafrost model [38], the mean annual ground temperature model, was

 initially applied in 2002 in a borehole empirical study of the eastern Qinghai–Tibetan 
Plateau along the highway by Nan et al. After that, in 2005, Nan et al. presented the 
MAGT permafrost model in a forecast of the future permafrost distribution on the 
Qinghai Tibetan Plateau, which is generally understood to be the subsurface 
temperature at the level where the annual temperature variation of permafrost is 0.  

This permafrost model was formulated by correlating temperature data from multiple 
boreholes in the east of the Qinghai–Tibetan Plateau with their elevational coordinates 
and latitudinal, and this correlation was used to set the boundary between permafrost 
and non-permafrost regions. This model can help us understand more accurately the 
distribution of permafrost on the Qinghai-Tibet Plateau and the impact of permafrost on 
the surrounding environment by using real measurement data.  

Aalto et al. [39] and Qin et al. [15] both successfully explored the evaluation o
f permafrost on the Tibetan Plateau using the MAGT permafrost model in 2018 and 
2017, respectively. These studies give a quantitative evaluation of the geological 
changes of permafrost and lay the foundation for the studies related to the measured 
permafrost model.  

In addition, these studies also provide an important reference and validation basis for 
mapping permafrost distribution in the Qinghai-Tibetan Plateau area. Therefore, the 
studies related to the MAGT permafrost model are of great significance for better 
understanding the permafrost geological conditions and developing the resources in the 
Qinghai-Tibetan Plateau area.  
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In summary, the MAGT permafrost model has two main advantages: firstly, it can 

accurately predict the cyclical variation pattern of subsurface temperature using 
long-term subsurface temperature data collected at various depths, and secondly, it can 
better evaluate the correlation between permafrost and elevation change considering the 
geographic elevation change in the Qinghai-Tibetan Plateau area. At the same time, 
because the Qinghai-Tibetan Plateau is a research area with large and relatively 
concentrated permafrost coverage, the research results using the MAGT permafrost 
model are more reliable and can be used to evaluate the research results of other models 
to achieve comparative verification between different permafrost models. 

However, in the absence of real measurement data, this model cannot perform its 
function. Without these data, the reliability and accuracy of the model cannot be 
guaranteed. Therefore, before model modeling, it is necessary to have enough real 
measurement data to achieve the best analysis results only when the model can rely on 
valid data. This is the limitation of this permafrost model. 
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1.3.5 The Top Temperature Of Permafrost (TTOP) Permafrost 

Model  

 
Smith and Riseborough's TTOP permafrost model, first suggested in 1996, is a 

semi-physical and semi-empirical permafrost analysis model that examines the energy 
conversion and balance link between climate and permafrost [40]. This model fully
 considers the influence of climate and energy changes on the development and 
evolution of permafrost, and can predict the distribution and performance characteristics 
of permafrost relatively accurately.  

TTOP represents the temperature value at the contact between the subsurface 
permafrost layer and the active layer, which is generally referred to as the temperature 
at the top of permafrost. TTOP is an important thermal characteristic that can help us 
better understand changes in subsurface permafrost levels and respond accordingly in a 
timely manner. In addition, this indicator can also help us better analyze the effects of 
climate change and the possible causes of surface temperature changes.  

The TTOP permafrost model, which analyzes the relationship among air temperature 
and temperature of the permafrost layer at the top in multi-year permafrost from the 
viewpoints of negative temperature displacement after removing the effects of snow 
cover and vegetation cover. It was found that the variation of permafrost is mainly 
influenced by the temperature difference between air temperature and subsurface 
temperature and the thermal conductivity of the soil in different seasons.  

Therefore, by defining the heat transfer of permafrost, we can infer the distribution 
and changes of permafrost. In addition, the model can be used to study the effects of 
permafrost and other factors on the environment, as well as to predict the degradation of 
permafrost due to climate change.  
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According to the principle of TTOP model, if the sum of air temperatures in the 

thawing period is greater than the sum of air temperatures in the freezing period within 
a certain time period, then the value of TTOP is greater than zero, which means there is 
no permafrost or seasonal permafrost. Conversely, if the sum of the air temperatures 
during the thawing period is less than the sum of the air temperatures during the 
freezing period, then the value of TTOP is less than zero, which means that permafrost 
exists [40]. In other words, permafrost exists when the rate of change in temperature is
 not sufficient to compensate for the drop in temperature during the freezing period.  

Riseborough updated the TTOP permafrost model in 2002 to account for the frozen 
season [41], and in the following two decades, as shown in Table 1.2 TTOP permafrost
 model has been widely used in different regions.  

 
Table 1.2: The TTOP permafrost model has been applied in different parts of the world 

in recent years. 
Time Areas of Application 
2021 Canada [42]
2007 Norway [43]
2021 Daxinganling in northeastern China [44]

2021, 2022, 2021 Qinghai–Tibetan Plateau in China [45–47
2019 The Arctic Circle as a whole [48]

 
Compared with the Nelson and Stefan permafrost model, the TTOP permafrost model 

fully considers the freeze-thaw conditions and soil properties of permafrost. the TTOP 
permafrost model can be used for small to medium-sized permafrost studies, and it 
takes into account the effects of snow cover, vegetation, and temperature more than the 
Nelson and Stefan permafrost model, where snow cover and vegetation can affect the 
temperature of permafrost and keep soil temperature at a minimum level, thus hindering 
the melting of permafrost. Temperature, on the other hand, is the main factor affecting 
permafrost ablation, and if the temperature increases, permafrost will ablate. In addition, 
the TTOP permafrost model can also consider the effect of soil moisture on permafrost 
ablation to better simulate the permafrost ablation. Therefore, the TTOP permafrost 
model is more comprehensive than the Nelson and Stefan permafrost model and can 
more accurately simulate the permafrost ablation.  
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Compared to the Kudryavtsev model, it uses a simpler structure and a simpler model 

algorithm, making parameter acquisition easier and reducing the number of possible 
errors. In addition, it is also efficient to run, which can save a lot of time and effort. 
Moreover, compared with the MAGT permafrost model, the TTOP permafrost model 
has better adaptability and can simulate the surface permafrost distribution and change 
trend more effectively in the absence of observation data, while the MAGT permafrost 
model relies more on the support of observation data.  

Therefore, the TTOP permafrost model is very suitable for some research areas with 
poor objective geographical conditions, and can effectively simulate the distribution and 
change characteristics of permafrost from the perspective of energy transformation.  

But, in earlier studies [42–48], rather than better direct observation or dail
y measurement data, measurements and satellite data of the snow factor, vegetation 
factor, air temperature factor, soil properties factor, Land Surface Temperature (LST) 
factor and other factors used in the TTOP permafrost model were primarily consisted of 
low-resolution large-scale observations, and there is still space for enhancement in input 
data.  

In addition, although the soil composition does not change, the soil moisture content 
is not constant because of yearly freeze-thaw conditions inside the active layer, changes 
in evaporation and precipitation, this is because the soil thermal conductivity utilized is 
predicated on the assumption that the soil moisture content is saturated. Therefore, to 
better study permafrost, higher resolution observations are needed and combined with 
changes in soil water content to obtain more accurate results.  

Furthermore, the TTOP permafrost model primarily incorporates the yearly mean air 
temperature in the 2-10 m range to estimate the occurrence of permafrost, while the 
wide spatial range of temperature and the increase of extreme temperature weather are 
prone to observation errors. Therefore, the TTOP permafrost model must be enhanced 
in several ways as described above.  



 

 

 

 

 

18 

 

 

1.3.6 The LST-zero-curtain Permafrost Model  

 
Gillespie et al. suggested in 2020 to utilize MODIS LST data to detect and record the 

thermodynamic isothermal phase, also known as the zero-curtain phase, during 
freeze-thaw of the active permafrost layer and use it as a critical phase for permafrost 
identification [49]. This strategy is known as the LST-zero-curtain permafrost model in
 this research.  

In permafrost research, the zero-curtain effect is the name given to the phenomenon 
that causes the active layer of permafrost to remain close to 0°C for a certain period of 
time due to the stored heat of the lower layers during the thawing or freezing process 
[50]. This is a widespread natural phenomenon, which is influenced by the depth of
 permafrost, heat storage and climatic conditions. In general, the greater the thickness 
of the active layer of permafrost, the longer the duration of the zero-curtain effect, and 
when the temperature decreases, the temperature of the active layer also decreases, and 
the duration of the zero curtain effect is prolonged.  

In addition, the surface heat output in the permafrost region also affects the 
occurrence of the zero-curtain effect, and the temperature of the active layer will be 
affected in the case of snow and waterfall, which will change the time of the 
zero-curtain effect. During the thawing (spring) or freezing (fall) periods of the active 
permafrost layer, the zero-curtain effect prevents the energy from directly altering the 
temperature of the active soil, however, it does cause the ground ice to melt or the 
groundwater to freeze in the active layer [51]. The zero-curtain effect is an important
 manifestation of the active soil temperature change during the thawing or freezing of 
the active permafrost layer.  
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As a result, the stability or existence of permafrost can be determined by observing 

the duration of the zero-curtain phenomenon during the annual freezing or thawing 
phase, of which the former is usually often significantly longer than the latter, which 
helps to detect the presence of permafrost. In addition, the zero-curtain phenomenon can 
also help us to determine the stability of permafrost, and if the duration of the 
zero-curtain phenomenon is relatively short, it indicates that the permafrost may be less 
stable. When used to describe permafrost, the zero-curtain effect can often be used 
without considering the effects of geographic features such as ice, hydraulic and soil 
conductivity. This is due to the fact that permafrost has small water consumption and 
relatively small changes in temperature during the duration of the zero-curtain effect, so 
their effects can be ignored. In addition, the active layer temperature during this period 
is less affected by factors such as atmospheric heat exchange, so the zero curtain effect 
can describe the thermal properties of permafrost well. 

The LST-zero-curtain permafrost model can distinguish the freeze-thaw state of 
permafrost well compared with the Stefan permafrost model, while it can avoid the 
errors caused by too many model parameters and complicated geographical 
stratification compared with the Kudryavtsev permafrost model. For instance, Gillespie 
et al. demonstrated that MODIS LST data supported the concept of the zero-curtain 
effect by altering the temperature at different depths in the permafrost of the Atacama 
Andes, Chile, ranging from 2-40 cm [49]. The LST-zero-curtain permafrost model has
 developed a revolutionary technique for identifying and delineating permafrost using 
the long-standing MODIS LST product, which not only effectively and accurately 
identifies permafrost, but also enables the use of MODIS LST products with higher 
spatial resolution to effectively improve the accuracy of permafrost modeling. This is a 
major advancement in the field of permafrost modeling and makes permafrost modeling 
more accurate and reliable.  
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But most active permafrost levels are often approximately 3 m deep [53]. Without

 entirely eliminating the impact of snow and plants, the LST-zero-curtain model in 
Gillespie et al's study calculated the zero-curtain effect at only around 40 cm under 
earth's surface [49], this should be more precise as the zero-curtain effect can occur
 farther below the surface and is frequently obscured by snow or plants. In addition, the 
calculation of the zero-curtain based on LST alone may lead to errors because the lower 
limit temperature is not taken into consideration. This is because the LST may decrease 
significantly at low temperature conditions, resulting in a lower calculated zero-curtain 
than the actual case.  

Therefore, the lower limit temperature must be considered to estimate the 
zero-curtain more accurately. In addition, other factors such as precipitation, humidity, 
and evapotranspiration need to be considered to ensure that the calculated zero-curtain 
matches the actual situation. Therefore, there is opportunity for development and certain 
drawbacks for the LST-zero-curtain permafrost model. 
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1.4 Purpose of the Study  

 
Through the introduction of the principles related to the representative models of 

permafrost and the comparison of the advantages and disadvantages of various models, 
it is clear that by describing soil energy changes through temperature differences, the 
LST-zero-curtain permafrost model and the TTOP permafrost model have both been 
used to evaluate permafrost distribution.  

Compared with other permafrost models, these two permafrost models have obvious 
advantages. First, they have obvious advantages in the accuracy of model calculation, 
which can reflect the change pattern of permafrost more accurately; second, they can 
handle larger scale of permafrost analysis, which can better support the design of 
large-scale projects; third, they also have obvious advantages in the accessibility of 
relevant parameters, which can better support the accurate analysis of permafrost 
models; finally, in recent years, they also have obvious advantages in the application of 
can better support the design implementation of permafrost engineering.  

However, they have some problems that must be solved. Among them, for the TTOP 
permafrost model, the accuracy of the model can be improved by increasing the overall 
resolution of the satellite data and the measured data. In addition, the original soil 
thermal conductivity in the TTOP permafrost model can be corrected by calculating the 
soil thermal conductivity at net water content to reflect the actual situation more 
accurately.  

In addition, to reduce the observation error, the temperature variation can be reflected 
more accurately by reducing the temperature observation range. In conclusion, by 
optimizing these aspects of the TTOP permafrost model, the actual situation can be 
more accurately reflected, and thus the accuracy of the model can be improved. For the 
LST-zero-curtain permafrost model, the effects of vegetation and snow can be removed 
to improve the accuracy of the LST-zero-curtain permafrost model. In addition, to 
further analyze the zero-curtain effect at deeper locations, a lower temperature limit for 
the curve change can be set to obtain more accurate results.  
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Thus, a TTOP LST-zero-curtain (TLZ) permafrost model is revealed in this study. 

The model combines the correlations of the TTOP permafrost model and the 
LST-zero-curtain permafrost model and makes improvements to address the 
improvement needs of both models. Specifically, the model uses a modified TTOP as 
the lower limit temperature, while the upper limit temperature is modified from the 
ground air temperature utilized in the standard TTOP permafrost model to LST. This 
permafrost model is expected to be more accurate than the conventional TTOP 
permafrost model and plays an important role in studies that simulate permafrost depth 
structure and predict permafrost properties and changes.  

In addition, the model is also expected to predict the zero-curtain effect more 
accurately than the conventional LST-zero-curtain permafrost model. The novel 
permafrost model proposed in this paper is expected to provide new ideas and methods 
for the study and prediction of permafrost.  

And the TLZ permafrost model was tested in the central-eastern part of the 
Qinghai-Tibetan Plateau, which is a representative permafrost study area with a large 
amount of measurement data. These data were analyzed with an effective method to 
determine the performance of the TLZ permafrost model under different environmental 
conditions, and the accuracy and applicability of the model were analyzed, and finally 
the results were discussed.  
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1.5 Composition of the Paper  

 
This thesis is comprised of several distinct components. The primary components 

include a comprehensive introduction, a thorough review of relevant literature, an 
in-depth analysis of the research topic, and a comprehensive conclusion. Each 
component provides a comprehensive overview of the topic, allowing for a 
comprehensive understanding of the research. Additionally, all components are written 
in a professional and concise tone, ensuring that the thesis is both persuasive and 
informative. The relevant description of each chapter is as follows: 

 
In Chapter 1, the research background of this study, the development process of 

permafrost models, representative models are highlighted, and the advantages and 
disadvantages of various models are described in subsections, as well as the research 
objectives based on the problems of permafrost models at the present stage. Finally, the 
contents of Chapter 1 are summarized. 

 
In Chapter 2, the proposed new TLZ model related to permafrost analysis, which is 

based on the experimental purpose presented in Chapter 1, addresses the problems of 
the TTOP model and the LST-zero-curtain model at the present stage. The details 
revolve around the basic principles of the TLZ model, the modification of the TTOP 
model, the specific steps of the TLZ model for permafrost analysis, and the research 
area of the TLZ model in this study, and finally, a summary of the contents of Chapter 2. 

 
In Chapter 3, based on the study area of the TLZ model introduced in Chapter 2, the 

data sources used in the study and the geographic information of the meteorological 
stations in the study area are highlighted, as well as the specific information of the 
various parameter used in the TLZ model, and the method of determining the 
parameters from the perspective of upper and lower temperatures is presented. Finally, a 
summary of the contents of Chapter 2. 



 

 

 

 

 

24 

 

 
In Chapter 4, the process of processing each parameter and the obtained parameter 

results based on the various data and parameter processing methods introduced in 
Chapter 3 are shown, and the obtained parameter results are analyzed and interpreted, 
which also includes some subsections of the results of the multiple data processing 
required for the net water content soil thermal conductivity (NWC) proposed in this 
study, followed by a detailed presentation of the results and validation analysis methods 
for the soil thermal conductivity after the addition of the NWC coefficient, and finally a 
summary of the contents of Chapter 4. 

 
In Chapter 5, based on the various parameter factors required for the TLZ model 

obtained in Chapter 4, and based on the formulas and principles of the TLZ model, 
various results of the TLZ model are illustrated graphically, mainly including the map of 
permafrost classification in four-level, map of the LST statistics, the average subsurface 
temperature at various depths, and map of permafrost classification in seven-level. After 
that, the MAGT model is compared with the TLZ model for verification, and finally, the 
contents of Chapter 5 are summarized. 

 
In Chapter 6, the various results of the TLZ model obtained in Chapter 5 are first 

discussed, and then the conclusions of this study are described in the context of the 
previous five chapters and discussions. 

 
Finally, thanks are given to all those who contributed to the research and development 

of this thesis, including mentors, friends, and family, by way of reviewing my research 
process. References or web links are given to the sources of information used in the 
research and development of this dissertation, including books, articles, and websites. 
This compilation is provided to ensure the accuracy and integrity of the research for this 
dissertation.  
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1.6 Summary  

 
In Chapter 1, the concept, hierarchical classification, composition, influencing factors, 

and degradation effects of permafrost are first described, pointing out the parts of 
permafrost research that still need improvement. The importance of permafrost research 
for future environmental and social development is also recognized, which provides an 
important basis for the research background of this study. Permafrost is a special 
geological feature that can not only alter vegetation, but also affect local climate, 
hydrological movement, and surface thermodynamic conditions. Its effects cover the 
hydrological, ecological, physical and chemical properties of the ground surface. 

Then, the development of permafrost research starting from the early 1990s is 
described in detail in the historical events. Initially, the development of permafrost 
research focused on planimetric operations and field observations on small areas, and 
with the development of permafrost models, permafrost research entered a new phase in 
which permafrost was studied as a model system. Researchers have carried out a holistic 
understanding of the permafrost environment and analyzed the impact of permafrost on 
global climate change. In recent years, with the development of remote sensing 
technology permafrost modeling combined with remote sensing technology has become 
a mainstream research trend. 

Subsequently, some of the most representative models in permafrost research in 
recent years are introduced, including Stefan permafrost model, Kudryavtsev permafrost 
model, TTOP permafrost model, LST-zero-curtain permafrost model, and so on. For 
different permafrost models, the advantages and disadvantages between them are 
compared in detail according to their principles. 

After that, the solution of this study, a new TLZ permafrost analysis model, is 
proposed in this study based on the problem points that can be improved on the 
traditional TTOP model and the LST-zero-curtain model and the correlation that exists 
between the two models to illustrate the research objectives of this study.  

Finally, the overall structure of this paper and the research content of each chapter are 
explained in detail.  
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Chapter 2 The Principle of TLZ Model and Study Area 

 

2.1 The TLZ Model's Principle and Formula 

 
The principle of TLZ model is to use the modified TTOP value as the lower limit 

temperature of the active layer of permafrost and the LST value instead of air 
temperature as the upper limit temperature of the active layer of permafrost according to 
the solution proposed in Section 1.4. The lower and upper limit temperatures of the 
active layer are used to determine and plot the zero-curtain effect of permafrost in a 
certain physical space range, and then the stability of permafrost, distribution, 
degradation, year-to-year change pattern, transformation type, etc. are analyzed in a 
hierarchical manner from the perspective of zero-curtain effect.  

 
Following is the equation that represents the TLZ model: 

where  
⚫ DDt and DDf: the thawing and freezing indices, respectively, 
⚫ Lt and Lf: the thermal conductivities of soil in the thawing and freezing periods, 

respectively, 
⚫ Z: the number of days per year (365 or 366), 
The unit of the thermal conductivity is in W/(m∙°C), and that of temperature is in 

degree C. Figure 2.1 [54] shows the conceptual diagram of the TLZ model. 

 
(2-1)  
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The TLZ model is expected to have the following advantages: 
⚫ Though the TTOP model determines the distribution of permafrost by analyzing 

the lower limit temperature of the active layer and the air temperature at 2 to 10 
m above the surface, the TLZ model is expected to better reflect the state of the 
active layer using LST instead of the air temperature. 

⚫ The TLZ model reduces the errors caused by the use of low-resolution satellite 
data and measured data in previous TTOP model studies by using high-resolution 
satellite data and measured data.  

⚫ Compared with the LST-zero-curtain model, the TLZ model determines the 
lower limit temperature of the active layer of permafrost with a curvilinear 
variation, so that the zero-curtain can be well evaluated even without complex 
and expensive drilling operations. 

⚫ The TLZ model reduces the effects of vegetation cover and snow cover through 
an inversion-based approach. 

⚫ The TLZ model can analyze the permafrost variation pattern in large, small, 
medium and multiple scales, which is beneficial for more accurate permafrost 
distribution and mapping. 
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Figure 2.1: The TLZ model's conceptual diagram. Reproduced from Zhao and Tonooka 

(2022) [54]. 
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2.2 Modification to the TTOP Permafrost Model  

 
In addition to improving the resolution of the data used, an attempt was made to 

improve the TTOP model by calculating the thermal conductivity of the soil at the net 
water content state. 

With regard to the soil thermal conductivity, there are two main models that can be 
applied to the Tibetan Plateau region. One is the K model proposed by Kersten in 1949 
[55], which distinguishes properties between frozen and melted soils and is applicable
 to per-mafrost regions in the Northern Hemisphere where the main soil types are clay 
and chalk, but its applicability is less satisfactory in permafrost intervals that require 
subdivision of soil types. The other is Johansen's J model, which was introduced in 
1975 and derived soil thermal conductivity by combining the impacts of thermal 
conductivity of the soil at saturation, coefficient of saturation correlation and thermal 
conductivity of dry soil [56]. 

Researchers from various permafrost research fields, including permafrost on the 
Qinghai-Tibet Plateau, are increasingly focusing on soil thermal conductivity studies to 
investigate the response of soil thermal conductivity to climate change. Because of the 
strong characterization of the J model in soil thermal conductivity studies, more and 
more researchers have started to use the soil thermal conductivity data provided by the J 
model. This is because the J model can better reflect the effects of different soil 
properties on soil thermal conductivity and can describe the changes in soil thermal 
conductivity more effectively. Therefore, in the field of permafrost research, the 
J-model has become the first choice for studying soil thermal conductivity. 

Since the inception of the J model, no less than 40 improved J model models have 
been derived through continuous improvement. However, most of the improved models 
only consider the thermal conductivity of soil in the saturated or dry state, and ignore 
the thermal conductivity of soil in the net water content state, which makes the 
improved J models still have a certain degree of error in the analysis and application of 
permafrost. Therefore, based on the soil thermal conductivity in the net water content 
state, the improved J model can better improve the accuracy of permafrost analysis and 
is an important direction in the field of permafrost research in the future.  
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Net soil water content is the amount of water left in the soil minus organic matter, 

inorganic salts and other harmful substances [57]. It has a great influence on soil
 thermal conductivity and is one of the important factors affecting the thermal 
conductivity of soil. The higher the soil net water content, the higher the soil thermal 
conductivity, the lower the soil thermal index, and the better the soil thermal 
conductivity. In addition, the soil net water content can also affect the elastic modulus of 
the soil and thus the impact resistance of the soil.  

In general, precipitation in permafrost zones has three main destinations: first, it can 
flow into water bodies such as lakes, rivers, and wetlands through surface runoff; 
second, it can form vegetation structures such as root systems, leaf surfaces, etc., which 
participate in plant transpiration; and finally, it can be absorbed directly by vegetation 
and snow layers [57]. Also, atmospheric deposition may occur in the permafrost zone, a
 phenomenon that can have an impact on climate elements such as temperature, 
precipitation and precipitation patterns. That is, the true soil thermal conductivity in the 
permafrost region depends on the net water content in the active layer.  

As a result, we use precipitation, evapotranspiration and subsurface seepage data to 
develop a modified TTOP model based on the three main factors affecting net water 
content. The model takes into account not only the variation of water content in the 
active layer, but also the influence of heat due to seasonal variations. 

On the basis of the J model, the NWCf and NWCt (NWC) factors are introduced in this 
model to dynamically evaluate the net water content factors for each of the thawing and 
freezing phases, soil thermal conductivity is predicted to vary from 2012 to 2021, and 
our model is anticipated to capture this fluctuation more precisely.  
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The NWC factors are calculated as follows: 

where 
⚫ NWC represents the net water content factor,  
⚫ f and t represent freezing and thawing phases, respectively,  
⚫ P represents for precipitation,  
⚫ E represents for potential soil evapotranspiration,  
⚫ C represents for snow or vegetation cover effect,  
⚫ G represents for groundwater seepage factor,  
⚫ SW represents for saturated soil water content,  
⚫ W represents for net soil water content.  
 
And the updated TTOP is written as follows: 

where 
⚫ Z represents the annual day count (365 or 366),  
⚫ T represents factor for cumulative temperature,  
⚫ F represents factor for snow or vegetation cover,  
⚫ l represents the soil thermal conductivity [W/m/°C],  
⚫ The NWC factors can be used to adjust the soil thermal conductivity, and Lt = lt × 

NWCt and Lf = lf × NWCf  (called "adjusted soil thermal conductivity").  

 
(2-2) 

 
(2-3) 

 
(2-4)  
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When daily temperature data for the whole year of interest are available for the place 

of interest, the value of Tt is supplied by the sum of all daily average temperatures over 
0 °C, and the value of Tf is given by the total of all absolute daily average temperatures 
under 0 °C. As demonstrated in Table 2.1 [54,56], the values of lt and lf in the researc
h region can be known to as J model's calculated value. Except for organic matter, we 
used the lowest ("1.15") and highest ("2.92") values from the table for lt and lf in this 
research 's analysis.  

 
Table 2.1: According to Johansen (1975) [56], the Qinghai-Tibetan Plateau's typical

 soil types' thermal conductivities during freezing and thawing seasons. (Except for 
organic matter, the values utilized in this analysis's highest and lowest ranges are 
denoted by italicized numbers.) Modified from Zhao and Tonooka (2022) [54]. 

Soil Type Dry Density (kg·m−3) lt (W∙m−1∙K−1) lf (W∙m−1∙K−1) 
Sloping soils 1400 1.15–1.54 1.61–2.69 

Lacustrine soil 1475 1.21–1.62 1.82–2.74 
Wind-deposited soil 1500 1.39–1.60 1.63–2.47 

Ice and water deposition 1550 1.26–1.66 1.65–2.50 
Alluvial soils 1600 1.30–1.72 1.59–2.53 

Moraine 1750 1.41–1.98 1.68–2.92 
Organic matter 300 0.52 1.7 
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2.3 Analysis of Permafrost Using the TLZ Model 

 
In this research, the existence and stability of permafrost are analyzed on a small 

scale based on the zero-curtain effect, so it is crucial to accurately determine the 
occurrence time, duration period, and location distribution of the zero-curtain effect. 

Table 2.2 describes in detail the specific aspects of using the TLZ permafrost model 
to determine the properties related to the zero-curtain effect, and how the determined 
zero-curtain effect properties are used to evaluate and analyze the permafrost 
accordingly.  

 
Table 2.2: Specific steps to determine the zero-curtain effect and permafrost analysis 

based on the TLZ permafrost model. 
Step 

Number 
Operation Method 

1 Every pixel in the research area's yearly TTOP was computed (The 
altered formula (2-4) published in Section 2.2 was used to calculate the 
TTOP values stated in this Chapter.). Only permafrost pixels with yearly 
TTOP values below 0 were analyzed after assuming that pixels with 
annual TTOP values above 0 were not permafrost. 

2 The research area's yearly temperature data were used to determine 
the freezing season, which was supposed to run from 10 to 4, and the 
thawing season, which ran from 5 to 9. After that, the seasonal TTOP 
(TTOPf, TTOPt) was determined for every permafrost pixel. It was 
expected that during the course of a year, pixels that fulfilled the 
condition “TTOPf > 0 > TTOPt” would freeze in the winter and melt in 
the summer, e.g., that the zero-curtain effect would take place. As a 
result, only the pixels that match this requirement were retrieved, and 
the rest were disregarded. It should be noted that among the excluded 
pixels, those that fulfill TTOPf below 0 can be considered to be stable 
permafrost because they did not melt throughout the summer. 

3 Since the ice freezes during the freezing season, the LST as a whole 
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has a negative value. In contrast, the ice melts throughout the thawing 
process, and LST is generally positive. Thus, it may be considered that 
the overall connection is “TTOPf > 0 and LST < 0” for the freezing 
period and “TTOPt < 0 and LST > 0” for the thawing period, despite the 
fact that it is influenced by mistakes, coverage, and daily fluctuations in 
LST. As a result, only the pixels that met these requirements were 
retrieved, and the rest were not. 

4 We assume that the subsurface temperature for the pixels retrieved in 
the preceding phase fluctuates linearly between seasonal TTOP and the 
LST between the lower surface and the surface of the active layer, and 
determined the depth where the subsurface temperature was within ± 
0.1 °C (There must be a solution because the seasonal LST and TTOP 
are showing the opposing indications), where based on the research done 
by Wang et al., a consistent depth of 3 m was assumed to exist under the 
active layer in the research region [53]. The obtained depth might be
 regarded as the zero-curtain range. This strategy is known as the TLZ 
permafrost model in this research. A conceptual representation of the 
TLZ model is presented in Figure 2.1. (The next Chapter provides more 
information on the aforementioned technique.) 
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2.4 Area of Study 

 
In order to better verify the validity of the TLZ model and the possibility of 

comparing the results of the TLZ model with the MAGT model, the most representative 
region in the field of permafrost, the Qinghai-Tibetan Plateau, was chosen as the study 
area for this experiment.  

The Qinghai–Tibetan Plateau is not only the source of the Yangtze and Yellow Rivers, 
but also the origin of many lakes such as Qinghai Lake and Namucuo Lake, and a large 
number of snow and glaciers on the plateau have nurtured these rivers and lakes. The 
size of this plateau ranges from 1.05 × 106 to 1.5 × 106 km2 [58]. It is the largest
 plateau-type permafrost distribution region in Asia as well as the highest and largest 
permafrost distribution area in the globe. It is known as the third level and roof of the 
planet [59]. 

The physical topography of this plateau region is very special, with its high terrain, 
which makes its topography very characteristic. In addition, the climate here is also very 
special, most of the time in a cold and dry climate, the temperature difference between 
the four seasons, the night temperature is low, the day temperature is high, precipitation 
is also relatively low, sunshine is abundant, so it is known as "sunrise and sunset two 
places clear". The plateau low-temperature zone is famous for its plateau topography, 
and the climate is cold, especially in winter, when the temperature is low and frost lasts 
for a long time. The plateau cold zone has lower temperatures, more snowfall in winter, 
cooler summers, and more rain in spring and autumn. Plateau temperate areas have 
higher temperatures, hotter summers, warmer winters, and sometimes light rains in 
spring and autumn. Subtropical and tropical areas have higher temperatures, hotter 
summers, warmer winters, and higher air humidity.  

Grassland, meadow, shrubland, and woodland make up the vegetation distribution 
from northwest to southeast, shrublands and woodlands is formed. Most of the areas are 
well endowed with geothermal heat and sunshine, and the daily temperature difference 
is large, which makes this vegetation distribution belt more colorful. Moreover, with the 
direction from northwest to south, the precipitation is gradually increasing, which is 
more favorable environmental conditions for this vegetation distribution belt.  
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Consequently, the plateau is frequently referred to as a region of climate change start 

[60]. In recent years, permafrost research in the Qinghai–Tibetan Plateau region is
 becoming the focus of the scientific community, and the permafrost's resilience and 
durability in this plateau have enormous practical implications for Asia's climatic and 
ecological harmony as well as for the rest of the planet.  

The Qinghai-Tibetan Plateau is home to several mountain ranges, the most famous of 
which is Mount Everest, the highest peak in the world. In the east-west direction, there 
are countless mountain ranges, large ones towering like lofty peaks, and small ones as 
slender and slim as thin willows, winding all the way along the mountain ranges to see 
the scenery in the valleys. And in the north-south direction, there are various mountain 
ranges of different heights, some with high peaks and some with short peaks, and one 
can see that the mountains of different heights are arranged together to form a complete 
system of mountain ranges. In addition, there are numerous marshes, grasslands, plateau 
surfaces, river systems and other natural features that form a unique area of natural 
scenery.  

It also has a wide geographical depth in the north-south and east-west directions, and 
covers six provinces in China and many countries in Southeast Asia. The general 
topography has a tendency toward high northwest and low southeast, with the mean 
elevation of the northwest section above 5000 m [61], and the excessive altitude causes
 significant plateau effects such as thin air and little dust and water vapor this does not 
convenient for long-period continuous geographic observation research.  

And the east-central part of the plateau, on the other hand, is the site concentration of 
the "China-Meteorological-Data_service-Centre (CMDC) " sites，with relatively low 
altitude, high air and water vapor density, high people's actions, low forest cover, and 
high precipitation; such geographical features make the climate conditions here 
relatively suitable for human habitation and research activities.  

In addition, data from CMDC sites can be used to analyze changes in the natural 
environment, including permafrost, and can provide important data information for the 
study and validation of permafrost models.  
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As a result, it was decided to study the "H25V05 tile" covering the MODIS image of 

the east-central part. The maps were interpolated based on geographical information 
such as latitude, longitude and weather stations in the study area, as shown in Figure 2.2 
[54], the CMDC sites are highlighted with asterisks in red, and the research region is
 denoted by a blue polygon.  

The region contains 54 CMDC sites and is located between "26°00′ and 39°47′N 
latitude and 73°19′ to 104°47′E longitude " ("around 2800 km to the east-west and 
around 300-1500 km to the north-south") [62]. In addition, in order to reduce the errors
 that arise when the observation area is too large for subsequent analyses such as 
temperature, the study area was divided into six sub-regions as shown in the image from 
A to F.  
 

 
Figure 2.2: The locations of CMDC sites are shown by red asterisks. The research 
region (blue polygon) and its 6 subregions (A to F) are shown on a map of China's 

Qinghai-Tibetan Plateau. Reproduced from Zhao and Tonooka (2022) [54]. 
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2.5 Summary  

 
In Chapter 2, the basic concepts, principles, equations and parameters of the TLZ 

permafrost model are first explained, including the "lower limit temperature value" 
TTOP, which is a key parameter in the model. 

The principle of the correction of the "lower temperature limit value" TTOP in the 
TLZ model, the equation and the main soil thermal conductivity parameters are 
explained in detail to ensure the accuracy of the permafrost model. Next, the different 
parameters used in the model and their specific effects are discussed in depth to 
determine the feasibility and reliability of the model.   

Then, a table is presented in depth on how to determine the properties related to the 
zero-curtain effect using the TLZ permafrost model. In addition, how to use the TLZ 
permafrost model to analyze and evaluate permafrost is also presented.  

Finally, in order to further apply and validate the TLZ permafrost model, the 
east-central region of the Qinghai-Tibetan Plateau was selected as the research area for 
this experiment, and detailed information related to the water system, geography, nature, 
and CMDC sites distribution in the research area was provided for better data collection 
and analysis. In the next chapter, the specific information of the study data and data 
processing methods, etc. in this study will be detailed according to the parameter 
requirements of the TLZ model and the distribution of meteorological observation 
stations in the study area.  
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Chapter 3 Utilized Data and Parameter Determination 

 

3.1 Information about Geographic Data Sources and 

Meteorological Stations  

 
Various data collected by CMDC sites in the research region and a range of MODIS 

images served as the major sources of data for our analysis.  
The China Meteorological Administration's website (http://data.cma.cn/en; visited on 

7 July 2022) provided the subsurface and meteorological data that were utilized in the 
CMDC. And the National Aeronautics and Space Administration (NASA) website, 
(https://ladsweb.modaps.eosdis.nasa.gov/; visited on 7 July 2022), is where all of the 
MODIS images utilized were obtained from. 

Table 3.1 provides specific information on the MODIS data that were primarily used 
in this study and the associated uses of this study. Table 3.2 presents the geographic 
information of the 54 CMDC meteorological stations.  

 
Table 3.1: MODIS data used in this study. 

Parameter 
in this study 

Product 
name 

Platform 
Spatial 

Resolution 
Temporal 
Resolution 

Product type 

Ft 
MO/YD13Q1 Terra, Aqua 250m 16 Days Vegetation index 

MCD12Q1 Combined 500m Yearly Land cover type 

Ff MO/YD09GA Terra, Aqua 500/1000m Daily 
Surface 

reflectance (bands 
1–7) 

LST 
MO/YD11A1 

Terra, Aqua 1000m 
Daily Land surface 

temperature MO/YD11A2 8 Days 
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Table 3.2: The geographic information of the 54 CMDC meteorological stations. 

ID Site name Latitude (N) Longitude (E) Elevation (m) 
01 CH04 29°38′44″ 91°8′7″ 4450 
02 CH05 29°39′57″ 89°5′44″ 4452 
03 CH06 29°49′44″ 91°43′36″ 4335 
04 NQ01 30°27′40″ 91°5′40″ 4339 
05 NQ02 30°38′41″ 93°16′36″ 4423 
06 NQ05 30°55′49″ 88°37′36″ 4366 
07 NQ06 31°21′31″ 90°0′48″ 4378 
08 NQ07 31°27′38″ 92°4′24″ 4320 
09 KM01 31°27′38″ 93°47′11″ 4280 
10 KM03 31°50′53″ 93°47′11″ 4278 
11 KM05 32°19′2″ 91°5′40″ 4205 
12 ALI01 32°8′59″ 84°25′0″ 4174 
13 XDT01 32°52′4″ 95°16′31″ 4151 
14 XDT02 33°48′22″ 95°37′19″ 4137 
15 XDT03 33°45′55″ 97°7′52″ 4080 
16 XDT05 34°11′37″ 92°26′25″ 4052 
17 XDT07 34°5′29″ 95°48′20″ 4018 
18 XDT09 34°54′26″ 98°12′44″ 4005 
19 TGL02 35°11′34″ 93°4′22″ 3956 
20 TGL03 36°23′46″ 94°55′43″ 3945 
21 TGL04 36°46′33″ 93°40′52″ 3928 
22 TGL05 36°24′59″ 96°26′16″ 3826 
23 TGL06 36°16′25″ 98°5′23″ 3815 
24 TGL07 36°54′22″ 98°28′38″ 3811 
25 TGL09 36°45′48″ 99°5′21″ 3756 
26 TSH03 36°15′9″ 100°16′6″ 3721 
27 TSH05 36°15′39″ 100°37′10″ 3689 
28 TSH07 36°34′12″ 100°29′8″ 3701 
29 TSH08 36°40′43″ 101°14′45″ 3568 
30 TSH09 36°53′15″ 100°58′43″ 3547 
31 TSH11 36°56′45″ 101°40′49″ 3588 
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The data processing methods mentioned below are centered on two aspects.  
The first aspect is to determine the temperature of the lower active layer, TTOP, 

which includes methods to determine the positive and negative cumulative temperature 
coefficients Tt and Tf for the thawing and freezing periods, methods to determine the 
vegetation and snow cover interchange coefficients Ft and Ff, and methods to determine 
the net water content coefficient NWC to correct for soil thermal conductivity, as 
proposed in this study. In the second aspect, the temperature of the upper active layer, 
i.e., the land surface temperature (LST), needs to be determined. This requires us to 
collect information about the LST data and to determine the correct determination 
method to ensure the reliability and accuracy of the measurement results.  

32 ZNH01 37°50′10″ 95°20′43″ 3754 
33 ZNH03 37°20′3″ 97°23′47″ 3735 
34 ZNH05 37°16′23″ 99°0′27″ 3602 
35 ZNH07 37°22′49″ 101°36′48″ 3545 
36 ZNH08 37°19′19″ 100°8′5″ 3526 
37 ZNH09 37°54′24″ 102°39′58″ 3502 
38 QT01 37°49′25″ 95°21′25″ 3689 
39 QT03 38°14′57″ 90°51′0″ 3756 
40 QT05 38°44′44″ 93°20′3″ 3652 
41 QT07 38°46′56″ 98°24′58″ 3501 
42 QT08 38°37′0″ 103°5′1″ 3402 
43 LDH02 38°12′26″ 101°55′51″ 3407 
44 LDH04 38°47′33″ 101°5′3″ 3426 
45 LDH05 38°25′44″ 100°48′53″ 3452 
46 LDH06 38°10′51″ 100°15′0″ 3455 
47 LDH07 38°25′29″ 99°35′9″ 3523 
48 LDH09 38°49′36″ 99°37′1″ 3556 
49 AYK01 39°30′53″ 94°52′1″ 3703 
50 AYK03 39°24′7″ 102°46′59″ 3586 
51 AYK04 39°12′26″ 101°40′58″ 3568 
52 AYK05 39°4′44″ 100°17′3″ 3605 
53 AYK07 39°8′51″ 100°9′52″ 3621 
54 AYK09 39°21′41″ 99°50′7″ 3637 
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3.2 Tt and Tf (the Cumulative Temperature Factors)  

 
Because the TTOP model is combined with air temperature to determine the 

distribution of permafrost, it is very important to have an accurate grasp of air 
temperature. In combination with equation (2-5), the accumulation coefficients Tf and Tt 
for the freeze-thaw period must first be determined from the air temperature. Kukkonen 
et al. (2020) employed a technique employing the temperatures of extreme monthly to 
calculate the cumulative temperature parameters in the freezing and thawing phases of 
the TTOP model [63]. Due to the study of the yearly freeze-thaw temperature utilizing
 data from just two months, a obviously error remains even if this approach 
incorporates some degree of temperature fluctuation.  

In essence, a discrepancy between the yearly fluctuation in the yearly average 
temperature and extreme temperatures exists, and this disparity is more pronounced in 
the lengthy research period. Additionally, the temperature readings sent to 54 CMDC 
sites were derived from the air temperature each day observations made by the 
meteorological satellite of China's Fengyun, thus there will inevitably be brief gaps in 
the data and occasional abnormalities.  



 

 

 

 

 

43 

 

 
The air temperature data for this study were processed in the manner of Table 3.3 to 

obtain greater accuracy.  
 

Table 3.3: Specific processing steps to improve the accuracy of temperature data in the 
study area and to determine the cumulative temperature factors Tt and Tf. 

Step Number Operation Method 
1 In order to gather air temperature data between 2 and 10 

meters below the ground surface for the years 2012 to 2021, the 
54 CMDC sites were first separated into six groups that 
correspond to subareas A, B, C, D, E, and F in Figure 2.2. 

2 After removing outliers, averages for the previous three days 
for every group were used to fill in any gaps in the temperature 
data. 

3 Then, using these data, the average annual air temperature 
value for the research region was calculated for every year 
between 2012 and 2021. 

4 Utilizing thin plate spline approach [64], spatial interpolation
 was carried out in this estimate by creating temperature buffers 
at 54 sites. 

5 After removing the incorrect values from the air temperature 
data, we calculated the Tf and Tt parameters by performing 
negative and positive cumulative temperature computations. 
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The Thin Plate Spline method expressed by:  

 

where  
⚫ i: the number of temperature value points,  
⚫ θi: the correlation coefficient obtained by solving the linear equation,  
⚫ μi: the distance between point (a,b) and point i,  
⚫ L: the coefficient obtained by solving the equation in t (a,b),  
⚫ μ: the distance from the point to the sample,  
⚫ ν2: the threshold weight,  
⚫ Ok: the modified Bessel coefficient,  
⚫ J is a constant (0.577 in this study). 
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3.3 Ft (the Reciprocal of Vegetation Cover Fraction)  

 
After introducing the method of determining the influence factor of freeze-thaw 

accumulation temperature, the next step is to explain how to exclude the influence of 
snow and vegetation during the freeze-thaw period, and in this subsection the method of 
excluding the influence of vegetation is focused. 

The reciprocal of the fraction of vegetation cover (FVC), which is necessary for FVC 
to be precise enough, was used in this work to calculate the Ft factor. To address the 
problems of FVC derivation in previous TTOP studies, the use of data and derivation 
methods were enhanced to achieve a more accurate FVC.  

Zhang et al. [44] examined the permafrost zone in northeastern China using the TTOP
 permafrost model. The daily or monthly variations in plant cover, however, were not 
completely taken into account since the MCD12Q1 (MODIS_500/1000 m_yearly_land 
cover image) of the "International-Geosphere-Biosphere-Programme" (IGBP) was used 
to estimate the impacts of thawing and freezing on vegetation. Additionally, the land 
cover categories according on the IGBP must be reclassified to fit every research region.  
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As a result, in this research, we calculated the fraction of vegetation cover (FVC) 

used to determine the fraction of vegetation (Ft) from the "enhanced-vegetation-index" 
(EVI) and the "Normalized-Difference-Vegetation-Index" (NDVI) for every month in 
the MYD13Q1 and MOD13Q1 (MODIS_250 m/16 day_vegetation indices images) 
using the formula below [65]:

where  
⚫ v and s stand for pure vegetation and pure soil pixels, respectively,  
⚫ VI stands for the vegetation index (EVI or NDVI). 
when the range of the confidence was defined at 0.5% to 99.5%. 
⚫ Pixels that had more than 99.5% of grass type accumulation were considered as 

pure vegetation, 
⚫ Pixels that had less than 0.5% of grass type accumulation were considered as 

pure soil. 
Finally, the element dichotomous approach [65] was used to combine the FVC values

 for EVI and NDVI, and the resultant FVC value was employed.  

 
(3-4) 

 
(3-5) 

 
(3-6) 
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3.4 Ff (the Reciprocal of Snow Cover Fraction) 

 
After describing how to exclude the effect of vegetation during the freeze-thaw 

period, in this subsection, the focus is on the method to exclude the effect of snow cover. 
In this work, the reciprocal of the snow cover (FSC), which is necessary for the FSC to 
be accurate enough, is used to calculate the Ff factor. Comparing the methods of 
determining FSC in previous studies, the method with less error was selected to 
determine FSC in this study. 

Regional and temporal regional variations in snow cover were not taken into account 
in the aforementioned research by Zhang et al. [44] since the snow depth was specified
 as being below 30 cm and the yearly snow parameter was defined uniformly by a fixed 
value [44]. The advantage of this method is that it is less computationally intensive and
 simpler to handle, but the disadvantage is that it ignores the effect of the dynamics of 
snow cover on permafrost and is prone to errors in multi-year time-series monitoring, 
especially when analyzed through the TTOP permafrost model.  

In order to better grasp the dynamic impact of snow cover on permafrost research, 
scientists have since carried out many relevant studies, such as: Jiang et al. (2022) 
employed the MYD09GA and MOD09GA (MODIS-surface-reflectance_daily_L2G 
global_1 km and 500 m images) to analysis of the snow cover layer around the water 
tower area, with a resultant Root-Mean-Square-Error (RMSE) around 0.14 [66].
 Comparison with actual snow measurement data demonstrates a high degree of 
accuracy and therefore we calculated the fraction of snow cover (FSC) used to derive Ff 
after their research employing the same materials.  



 

 

 

 

 

48 

 

 
And the "Multiple Endmember Spectral Mixture Analysis-Automatic-Selected 

Endmembers" (MESMA-ASE) approach suggested by Jiang et al. [66] was used in this
 computation, which, repeatedly, analysis for each and every spectral library 
endmember combination, gets a suitable unmixing result by adjusting the quantity and 
kind of snow endmember spectra in every pixel. This method not only greatly reduces 
the missing data caused by the omission of spectral information, but also can capture the 
cyclic change pattern of snow cover more effectively. Through this method, the data of 
snow cover variation can be more accurately captured, thus providing reliable 
information support for snow monitoring and permafrost analysis. At the same time, it 
also provides good support for other researches and applications, such as hydrological 
studies, glacier movement observation, vegetation distribution, etc.  
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3.5 NWCt and NWCf (the Net Water Content Factors)  

 
After describing how to exclude the effect of snow accumulation during the 

freeze-thaw period, in this subsection we present the method for determining the net 
water content factor related to the thermal conductivity of the soil proposed in this 
study. 

The values of precipitation (P), potential soil evapotranspiration (E), net soil water 
content (W), groundwater seepage factor (G) and snow or vegetation cover impact 
factor (C) during thawing and freezing phases can be used to compute the NWC factors.  
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And the various data information and related operations used to calculate the NWC 

factor are shown in Table 3.4.  
 

Table 3.4: Data and operations required to determine the NWC factor. 
Data Name Data Information or Operation 

precipitation (P) Daily in situ measurements taken by CMDC during that 
time period provided the precipitation (P) information and 
spatially interpolated by the Thin Plate Spline method [64].

potential soil 
evapotranspiration 

(E) 

The CMDC reprocessed the MODIS/Terra net 
evapotranspiration (E) 8-day L4 global 500 m SIN grid 
product and used monthly data to calculate the 
evapotranspiration (MOD16A2). 

net soil water 
content (W) 

In situ measurements taken by CMDC every half-hour at 
four different depths between 2012 and 2021 yielded the net 
soil water content (W): 5 cm, 50 cm, 150 cm, and 200 cm. 

groundwater 
seepage factor (G) 

Since in situ measurements were not carried out in the 
research region, by averaging several sets of observations 
made by Tarnawski et al. (2015) for soil thermal conductivity 
[67], the groundwater seepage factor (G) was calculated and
 given a constant value. 

snow or 
vegetation cover 
impact factor (C) 

In this study, we define the normalized annual averages of 
the vegetation cover change and the snow cover change as the 
positive influence factors of vegetation cover and snow cover, 
respectively, based on the original meaning of the FVC and 
FSC.  

First, the average values of FVC and FSC for each year 
were calculated.  

Then they were subtracted from their corresponding base 
amounts, where the base amount of FVC was 0 and that of 
FSC was 120, and the subtracted values were normalized by 
one percent. 
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3.6 LST (the Land Surface Temperature)  

 
After introducing the various factors required for the lower limit temperature (TTOP) 

of the TLZ permafrost model, in this section we focus on the relevant information and 
processing methods for the upper limit temperature (LST) of the TLZ permafrost model. 

The MYD11A1 and MOD11A1 (MODIS-LST/E_daily_L3-global-1 km_SIN-grid 
images), which cover the years 2012 to 2021, provided the LST data required for the 
zero-curtain study. And the MYD11A2 and MOD11A2 (MODIS-LST/E_8-day_1 km 
images) were used to fill in the gaps left by some MODIS observation difficulties, such 
as those that occurred in 2016 from Days 50 to 58.  

The MYD11A1 and MOD11A1 datasets were merged after being supplemented, and 
the daily average LST maps that were acquired for the time period were utilized. And 
the average, maximum, minimum, and standard deviation of LST were computed and 
produced in graphs on an annual basis in order to compare the general change in LST 
from 2012 to 2021. 

Based on the above description, the information and processing of all parameters 
required for the TLZ permafrost model are presented in detail. In the next chapter, the 
results of the processing of each parameter described in this section will be graphically 
displayed and analyzed. 
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3.7 Summary  

 
In Chapter 3, the various parameters required for the TLZ permafrost model are 

discussed in depth in terms of lower limit temperature (TTOP) and upper limit 
temperature (LST), the definitions and characteristics of these parameters are described, 
and data information on the parameters is also presented, and methods for determining 
the parameters are given to ensure the accuracy of the model.  

The details are as follows: 
First, information related to measured air temperature data from 2-10 m is presented. 

Based on the relevant air temperature data, the cumulative temperature factors were 
calculated as the reference values for the thawing (Tt) and freezing (Tf) periods, 
respectively, by combining the characteristics of the air temperature changes during the 
freezing and thawing periods through methods such as zoning and TPS interpolation. 
By comparing the air temperature data and cumulative temperature factors, the thawing 
and freezing periods of each season are determined, thus providing a reference basis for 
the freeze-thaw cycle division of the TLZ model. 

Then, the methods for determining the inverse of vegetation cover and the inverse of 
snow cover (Ft and Ff) using satellite observation data are presented, combining the 
treatment of vegetation and snow cover effects in previous studies with appropriate data 
or methodological improvements in the context of the actual situation. And the Ft and Ff 

factors are used to exclude the interference caused by vegetation and snow cover during 
the analysis of TLZ permafrost model. 

After that, the net water content (NWC) factor associated with the soil thermal 
conductivity correction proposed in this study were presented, and provide detailed 
information or treatments for determining the multiple parameter variables associated in 
the NWC factor. Among them are precipitation (P), potential soil evapotranspiration (E), 
net soil water content (W), groundwater seepage factor (G) and snow or vegetation 
cover impact factor (C). 

Above, after introducing the various parameter information required for the lower 
limit temperature (TTOP) and its processing method. Finally, data information and 
processing methods related to the upper limit temperature (LST) are explained. 
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Chapter 4 Processing of the Parameters and the 

Acquired Factors 

 

4.1 Obtained Tt and Tf (the Cumulative Temperature Factors)  

 
The temperatures are processed according to the method proposed in Section 3.2, and 

the results obtained are shown and illustrated one by one.  
The daily fluctuations of air temperature for each of the six groups (from A to F) from 

2012 to 2021 are displayed in Figure 4.1 [54]. While the Group A has the least yearly
 variance in temperature, the Group F exhibits the biggest. Elevation has a major role in 
how different groups differ from one another. The Group F, which is situated southeast, 
is close to 3600 m above sea level, whereas the Group A, which is situated northwest of 
the research region, is above 4000 m above sea level. 

Figure 4.2 shows a graph of the average air temperature for each year obtained by the 
Thin Plate Spline method [64]. The results indicates that the air temperature in the study
 area has a small oscillation slowly increasing trend from 2012 to 2021, where the 
maximum increase in the annual extreme low temperature in the period is 3.4 degree C, 
that in the annual extreme high temperature in the period is 2.3 degree C, and the overall 
average temperature increases by about 0.21 degree C in the period. 

Figure 4.3 [54] displays the predicted cumulative temperature factors for the freezing
 and thawing phases for every year from 2012 to 2021, after abnormalities in the air 
temperature data have been eliminated. It is clear that from 2012 to 2021, the Tt values 
(freezing duration) have a decreasing tendency while the Tf values (thawing duration) 
have a rising trend. 
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Figure 4.1: Fluctuations in the 6 groups A through F of the daily average air temperature 

from 2012 to 2021. Reproduced from Zhao and Tonooka (2022) [54].
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Figure 4.2: The average air-temperature map for each year from 2012 to 2021 (unit: 

degree C).  
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Figure 4.3: Tt and Tf (the cumulative temperature factors) from 2012 to 2021. Modified 

from Zhao and Tonooka (2022) [54].
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4.2 Obtained Ft and Ff (the Reciprocals of Vegetation and Snow 

Cover Factors)  

 
First we have to obtain the Ft factor by FVC according to the treatment presented in 

Section 3.3, so we have to determine the values of the VIs needed in Equations (3-4), 
i.e., NDVI and EVI. Figure 4.4 and Figure 4.5 show the changes in the statistical values 
of NDVI and EVI from 2012 to 2021, respectively.  

After determining the values of NDVI and EVI, we calculated the results of FVC 
year by year. Figure 4.6 demonstrates the FVC map calculated for each year from 2012 
to 2021, showing that the west part is less vegetated, and the east part is more vegetated 
but the whole area is not highly covered by vegetation.  

Because the MODIS MCD12Q1 Land Cover products for 2021 were not yet 
available, we compared the results of the IGBP land classification in MCD12Q1 for 
2012-2020 with those of FVC obtained in this study by using the MCTK module in the 
extension of the ENVI software for pre-processing and reclassification and other related 
processing. The total count of pixels classified as each IGBP class is given by Figure 
4.7.  

Figures 4.6 and 4.7 indicate that the west area is dominated by sparse vegetation 
(class no. 16-17) in red and the east area is dominated by alpine meadow (class no. 
10-11) in dark green with little forest cover, while there are also a few scattered stable 
snow cover areas. The vegetation cover maps based on MCD12Q1 500m show a high 
agreement with the FVC maps based on MOD13Q1 (Terra) 250m_16day and 
MYD13Q1 (Aqua) 250m_16day, but the MOD13Q1 and MYD13Q1 based maps in this 
study were much better than the MCD12Q1 based maps in terms of spatial and temporal 
resolution, thus providing more accurate results. 
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Figure 4.4: The change in the statistics of NDVI from 2012 to 2021. 
 

 
Figure 4.5: The change in the statistics of EVI from 2012 to 2021. 
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Figure 4.6: The FVC map derived for each year from 2012 to 2021. 
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Figure 4.7: The total count of pixels classified as each IGBP class. 
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After determining the FVC, we then determine the FSC according to the method of 

processing in Section 3.4. Figures 4.8 and 4.9 demonstrate the FSC maps for January to 
December in 2012 and 2021, respectively, and Figure 4.10 shows the daily average 
trend of FSC in the period from 2012 to 2021. These results indicate the followings for 
the study area: 
⚫ The area enters the freezing period from October every year. The average FSC 

value is in the 120-130 range in October, and then gradually increases. The 
average FSC value is around 130 in November, reaching the peak of snow cover 
(130-140) in December-February, and exceeds the 140 range in several months. 

⚫ From March, the weather starts to warm up slightly and the average FSC value 
drops back to the 125-135 range, and from April to May, the FSC average drops 
to the 120-130 range. 

⚫ From May to September, the snow melt coverage is relatively stable during the 
thawing period and the FSC average stays around 120. 

In the thawing period (May to September) from 2012 to 2021, the snow cover 
fluctuates slightly locally with no significant changes overall, but the mean snow cover 
in the freezing period (October to April) shows a decreasing trend yearly, thus 
indicating that the mean-temperature increase of 0.21 degree C in the period from 2012 
to 2021 would decreas snow cover in this area to some extent. These results for FSC 
indicate a thin snow cover and relatively low snow cover stability in the study area, 
which is consistent with the annual snow cover trend of IGBP in Figure 4.7. 

Using the obtained FVC and FSC, we eliminated the effect of vegetation cover and 
snow cover during the thaw and freeze periods by reverse normalization. Figure 4.11 
[54] shows the annual average values of Ft and Ff from 2012 to 2021.
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Figure 4.8: The FSC map obtained for each month in 2012. 
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Figure 4.9: The FSC map obtained for each month in 2021. 
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Figure 4.10: Daily average trend of FSC in the period from 2012 to 2021. 

 

 
Figure 4.11: Ft and Ff (the reciprocals for vegetation and snow cover) for the years 2012 

through 2021. Modified from Zhao and Tonooka (2022) [54].
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4.3 Obtained NWCt and NWCf (the Net Water Content Factors)  

 

4.3.1 The Value of Precipitation (P)  

 
To determine the NWC factors for the freeze-thaw period, we need to determine the 

precipitation (P), potential soil evapotranspiration (E), net soil water content (W), 
groundwater seepage factor (G) and vegetation or snow cover impact factor (C) for the 
freeze-thaw period based on Equations (2-3) and (2-4) and the data content in Section 
3.5.  

The precipitation results obtained by the Thin Plate Spline method are shown in 
Figure 4.12. Some negative intervals within -16 to 0 are shown in the figure, which 
were produced by small amounts of clouds. The mean value of precipitation in the 
freeze-thaw period was then calculated for each year and shown in Figure 4.13.  

Figures 4.12 and 4.13 show that the mean precipitations in the thawing period from 
2012 to 2021 are around 300-400 mm, and the mean precipitations in the freezing 
period are around 200 mm. As shown in Figure 4.12, the precipitation increases from 
the northwest area with less rainfall covered by bare soil or sparse vegetation to the 
southeast area with more rainfall covered by alpine meadows, indicating to be 
consistent with the land classi-fication map of IGBP.  
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Figure 4.12: The average precipitation map for each year from 2012 to 2021 (unit: mm). 
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Figure 4.13: The average precipitation (m) in the thawing and freezing periods for each 
year from 2012 to 2021. 
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4.3.2 The Value of Potential Soil Evapotranspiration (E)  

 
The monthly evapotranspiration data were statistically analyzed, showing the results 

in Figure 4.14. In annually, the evapotranspiration is relatively stable, while the 
max-imum value is larger in 2015 and has a slightly increasing trend from 2019 to 2021. 
The mean value of evapotranspiration in the freeze-thaw period was then calculated for 
each year and shown in Figure 4.15.  

The results indicate that the mean values in the thawing period are around 70 and 
those in the freezing period are around 20. The changing trends of evapotranspiration 
and soil water content in the thawing and the freezing periods are relatively consistent, 
both of which are several times higher in the thawing period than in the freezing period.  
 

Figure 4.14: The statistics (min, max, mean, and standard deviation) of potential soil 
evapotranspiration in the period from 2012 to 2021, as a function of time. 
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Figure 4.15: The average potential soil evapotranspiration (m) in the thawing and 
freezing periods for each year from 2012 to 2021. 
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4.3.3 The Value of Net Soil Water Content (W)  

 
Figure 4.16 displays the mean soil water contents at four depths in the period as a 

function of time. Next, the mean soil water contents of the thawing and freezing periods 
were calculated for each year as shown in Figure 4.17. 

The results indicate that the soil water content of the freezing period is in the range of 
0.05% to 0.15%, and that of the thawing period is in the range of 0.15% to 0.25% in the 
period from 2012 to 2021.  

Because of a large amount of ice in the active layer in the freezing period, the soil 
water content is much smaller than that in the thawing pe-riod. The soil water content in 
the freezing period is characterized by large fluctuations due to the variance of 
precipitation in individual years. 
 

 
Figure 4.16: The average soil water contents at depths of 5, 50, 150 and 200 cm in the 

period from 2012 to 2021, as a function of time. 
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Figure 4.17: The average soil water contents (%) in the thawing and freezing periods for 

each year from 2012 to 2021. 
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4.3.4 The Value of Groundwater Seepage Factor (G)  

 
The seepage factors are not available for the study area in the period from 2012 to 

2021, because Tarnawski, et al. (2015) also used the improved J model [56]. 
Thus in this study, we averaged the seepage factors measured by Tarnawski, et al. for 

the soil thermal conductivity in each of the freezing and thawing periods [67]. As a
 result, the seepage fac-to in the freezing period was taken as 0.05 m and that in the 
thawing period was taken as 0.06 m. 



 

 

 

 

 

73 

 

 

4.3.5 The Value of Vegetation or Snow Cover Impact Factor (C)  

 
The results of the Vegetation or Snow Cover Impact Factor are shown in Figure 4.18, 

with Ct values between 0.22 and 0.27 and Cf between 0.12 and 0.14 for the period 2012 
to 2021. 
 

Figure 4.18: The vegetation or snow cover impact factors for each year from 2012 to 
2021. 
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The result of NWC factors for every year are shown in Figure 4.19 [54] as points on

 every interpolation curve.  
Throughout the time, the NWCt factor is greater than the NWCf factor, but only in 

2013, which is probably owing to less precipitation, is the NWCf factor greater. 
 

 

Figure 4.19: Changes over time in the NWC factors (NWCf and NWCt) for the years 
2012 through 2021. Modified from Zhao and Tonooka (2022) [54]. 
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4.4 Data and Procedure for the Soil Thermal Conductivity 

Validation  

 
After determining the NWC factor required to correct the soil thermal conductivity, 

we will describe the validation method of the corrected soil thermal conductivity in 
detail in this section in order to ensure the accuracy of the corrected soil thermal 
conductivity. We did pertinent pre-processing, such as recalculation and resampling, 
using the observed soil thermal conductivity data from prior research based on various 
research methodologies to enhance the J model as the sample dataset. There are 128 
total datasets, 64 of which are during the freezing phase and 64 during the thawing 
phase. Those types of soil are equivalent to each of the groups in Table 2.1, with the 
exception of organic content.  

The sources of the sample dataset are shown in Table 4.1, which lists these data 
sources by temporality.  

 
Table 4.1: Source of sample dataset for validation of the soil thermal conductivity. 

Time (Year) Source 
1981 McInnes [68]
1986 Hopmans and Dane [69]
1994 Campbell et al. [70]
2005 Côté and Konrad [71]
2007 Kasubuchi et al. [72]
2007 Lu et al. [73]
2008 Chen et al. [74]
2012 Tarnawski et al. [75]
2015 Tarnawski et al. [67]
2017 McCombie et al. [76]
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Preprocessing was carried out taking into account the variations in soil characteristics 

between frozen and thawed soil. We organize the main properties of frozen and thawed 
soils samples and the range of values of their related properties for respectively, as 
shown in Tables 4.2 and 4.3.  

 
Table 4.2: The main properties of frozen soil samples and their corresponding values. 

Main Properties Corresponding Values 
soil porosity between 0.02–0.06 m 

soil temperature between −37 to −1 °C 
soil bulk density between 900–2300 kg∙m−3 

unfrozen water content per unit volume of soil between 0–1 
 
Table 4.3: The main properties of thawed soil samples and their corresponding values. 

Main Properties Corresponding Values 
soil porosity coefficient between 0.03–0.07 m 

soil moisture content per unit volume of soil between 0–1 
soil dry density between 400–2400 kg∙m−3 

soil particle density between 2500–3000 kg∙m−3 
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Here we need to provide additional information on the value of unfrozen water 

content in the frozen soil properties and how to handle it. 
The details are shown below: 

⚫ The known water content of every sample was converted;  
⚫ Unfrozen water content saturation and the ice in its corresponding volume was 

determined using empirical formulae and temperature; 
⚫ This corrected the unfrozen water contents in the various frozen soil sample dataset; 
⚫ The unfrozen water saturation and the ice saturation for this are 1 and 0, 

respectively, for the unfrozen water content per unit volume. 
Following that, using the sample dataset as a guide, we established the average, 

standard, minimum and maximum, deviation of the soil thermal conductivity for frozen 
and thawed soils. We then utilized these numbers as validation dataset for the soil 
thermal conductivity. In a similar manner, we computed the statistics of the soil thermal 
conductivity Lf and Lt using the NWC factors for the years 2012 through 2021 and 
compared them to the results of the validation dataset.  
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4.5 Lf and Lt (Corrections to the Soil Thermal Conductivities)  

 
In Figure 4.20 [54], the soil thermal conductivity box plots are compared between the

 validation values (64 samples datasets for every phase) and the values estimated using 
the NWC factors for the freezing and thawing phases, where every box denotes a value 
from − 3σ to + 3σ. In the freezing and thawing periods, 96.3% and 95.7%, respectively, 
of the calculated values fulfilled the three sigma requirements of the validation values, 
demonstrating a good correlation between the calculated values and validation.  

The calculated values' maximum value is less than that of the validation values' 
maximum values because the calculated values' maximum value is nearly the soil 
thermal conductivity under the net moisture content state after adding the NWC factor, 
while the validation values' maximum value is essentially the soil thermal conductivity 
under the saturated moisture content state. Because soil thermal conductivity is an 
important physical parameter of soil heat transfer, it is influenced by soil moisture and 
structural state.  

Moisture in the soil has good thermal conductivity and when the soil water content 
increases, it increases the heat transfer properties of the soil, thus increasing the thermal 
conductivity of the soil.  

On the contrary, in the state of net water content, the thermal conductivity of the soil 
decreases due to the lack of water in the soil. Therefore, it is consistent with the physical 
properties of soil thermal conductivity to arrive at such validation results. 
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(a) (b) 

Figure 4.20: The values computed using the NWC factors for (a) the freezing phase and 
(b) the thawing phase, and the validation dataset (64 samples datasets for every phase) 

are compared in the box plots of the soil thermal conductivity. The box shows from − 3σ 
to + 3σ. Modified from Zhao and Tonooka (2022) [54].
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4.6 Summary  

 
In Chapter 4, we processed various parameters related to the lower and upper limit 

temperatures of the TLZ permafrost model according to the data and methods presented 
in Chapter 3, and the results of the various factors are presented and analyzed in a 
graphic manner in the following order. 

First, we grouped the temperature analysis, which showed that the temperature 
variation in the six sub-areas in the study area was largely influenced by the elevation 
change. The mean values of temperature after removing anomalies were interpolated by 
TPS to calculate the cumulative temperature factors Tt and Tf. Between 2012 and 2021, 
the values of Tt showed a decreasing trend, while the values of Tf showed an increasing 
trend. 

Then, we removed the influence of vegetation and snow in the study area by 
calculating the FVC and FSC reciprocals (Ft and Ff), where in the calculation of FVC, 
we analyzed in detail the trends of NDVI and EVI between 2012 and 2021, and the 
FVC mapping results derived by combining NDVI and EVI showed that there was less 
vegetation in the western region and more vegetation in the eastern region. However, 
the vegetation cover of the whole region is not high. This result is consistent with the 
IGBP land cover classification results. Meanwhile, in the FSC calculation, we analyzed 
the monthly snow cover mapping results for 2012 and 2021 as an example, and the 
results showed that the snow cover in the study area is very thin and the snow cover 
stability is relatively low, and the results are consistent with the annual snow cover 
trends of IGBP.  
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Then, we show and interpret the results of the net water content factors, i.e., NWCt 

and NWCf, presented in this study for the freeze-thaw period. In which we present the 
results of the five variables required to calculate the NWC factor (the precipitation (P), 
potential soil evapotranspiration (E), net soil water content (W), groundwater seepage 
factor (G) and vegetation or snow cover impact factor (C)). The results showed 
relatively consistent trends in evapotranspiration and soil water content during thaw and 
freeze periods, both being several times higher during thaw than freeze. Precipitation 
increases from the northwest (less precipitation in bare soil or sparse vegetation cover) 
to the southeast (more precipitation in alpine meadow cover), which is consistent with 
the land classification map of IGBP. The NWC factor were greater than the NWCt factor 
overall between 2012 and 2021, but only in 2013, probably due to less precipitation, 
was the NWCf factor greater. This also indicates that the NWC factor is strongly 
influenced by precipitation and evapotranspiration. 

Finally, we show and explain the validation method of soil thermal conductivity and 
the results of soil thermal conductivity after adding the NWC factor. In the validation 
method, the soil thermal conductivity results of 128 groups of thawed and frozen soils 
from previous studies were used as validation data for comparison with the calculated 
data in this study, and the results show that the soil thermal conductivity after adding the 
NWC factor, i.e., the calculated data in this study, is closer to the physical properties of 
soil thermal conductivity. 

After identifying the factors required for the TLZ permafrost model in this chapter, in 
the next chapter we use these factors to evaluate and analyze the permafrost changes in 
the study area between 2012 and 2021 according to the principles and formulas of the 
TLZ permafrost model, and present the final results. 
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Chapter 5 The Results and Validation 

 

5.1 Utilization and Assessment of the TLZ Permafrost Model  

 
We applied the results of each factor obtained in Chapter 4 to the TLZ permafrost 

model, and the specific steps for the application and evaluation of the TLZ model are 
shown in Table 5.1.  
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Table 5.1: TLZ permafrost model utilization and evaluation process. 

Process Utilization and Evaluation 
1 Initially, the TTOP value for every pixel is first determined using 

(Equation (2-5)), and then every pixel is categorized using the 
following criterion. TTOP > 1.5 indicates short-term (ST) permafrost 
or non-permafrost. Permafrost is seasonal when TTOP is 0.5 to 1.5 
and transitional when TTOP is 0 to 0.5. Permafrost occurs when 
TTOP < 0. 

2 By measuring how long the zero-curtain effect lasted, we next 
evaluated every permafrost zone's stability. Permafrost zones with 
zero-curtain effects lasting (a) more than 4 weeks, (b) 3-4 weeks, (c) 
2-3 weeks, and (d) 1-2 weeks or less were classified as (a) extremely 
stable, (b) very stable, (c) generally stable, and (d) unstable, 
respectively. And we assessed the research region in accordance with 
seven permafrost classes based on the TLZ model by adding three 
classes of (e) short-term/non-permanent, (f) seasonal, and (g) 
transitional permafrost zones. 

3 Additionally, for the evaluation of the TLZ model, the MAGT 
model based on the subsurface temperature data taken twice daily at 
27 CMDC stations close to the center of the research region was 
used. The daily mean subsurface temperatures among 27 sites at 
every depth for the years 2012–2021 were first calculated using 
subsurface temperature data at depths of 300, 60, 50, and 30 cm at 
every station. The MAGT values were derived by averaging every 
depth for every year, then comparing the MAGT results to the TLZ 
model's estimated subsurface temperature estimations for every year. 
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5.2 Maps of Permafrost Classification in Four-Levels  

 
In this Section we discriminate the permafrost in the study area on a large and 

medium scale according to Process 1 in Table 5.1, with the following results and 
descriptions. 

Using the adjusted TTOP data, Figure 5.1 [54] displays permafrost distributions for
 every year from 2012 through 2021. These distributions are broken down into four 
categories: short-term (ST) /non-permafrost, seasonal permafrost, transitional 
permafrost, and permafrost. The area represented by the dark purple color is the 
distribution area of permafrost. The distribution area of permafrost showed a relatively 
obvious overall degradation trend during the decade. 

The total number of pixels for every class and every year are displayed in Figure 5.2 
[54]. Permafrost regions may be shown to vary, shrink, and transform into transitional
 permafrost over time. Especially after 2016, the degradation of permafrost areas 
started to increase. 

Additionally, it is clear that throughout this time both short-term/non-permafrost and 
seasonal permafrost zones remain stable, but the former tends to change into the latter. 
This also indicates that there is a tendency for some degree of recovery of permafrost in 
individual small intervals, influenced by environmental factors such as temperature. 
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Figure 5.1: For every year from 2012 through 2021, permafrost distributions were 
divided into four categories: short-term (ST) / non-permafrost, seasonal permafrost, 

transitional permafrost, and permafrost. Modified from Zhao and Tonooka (2022) [54].
 

 
Figure 5.2: For every year from 2012 through 2021, the total number of pixels for every 
class—short-term (ST) / non-permafrost, seasonal permafrost, transitional permafrost, 

and permafrost—was calculated. Modified from Zhao and Tonooka (2022) [54].
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5.3 Map of the LST Statistics  

 
Based on the treatments presented in Section 3.6, we show and illustrate the results of 

the upper limit temperature (LST) treatment for the TLZ permafrost model for the 
period 2012 to 2021. 

The mean, maximum and minimum of the LST maps derived from MODIS LST 
images are shown in Figure 5.3 [54] for every year. 

The extent of the rise in LST can be clearly seen by the difference between the lowest 
and highest readings. For example, a clear trend in LST over time, with a significant 
change from low to high readings, indicates a large rise in LST. This change in 
conditions may be related to several factors: 
⚫ Related to changes in snow cover, a decrease in snow cover may lead to an 

increase in land surface temperature, which affects air temperature; 
⚫ Because vegetation absorbs solar radiation and reduces land surface temperatures, 

a decrease in vegetation can lead to an increase in land surface temperatures; 
⚫ A decrease in precipitation may also affect temperature. Precipitation removes 

heat and reduces the amount of heat in the air. When precipitation decreases, the 
amount of heat in the air and at the surface increases, which leads to an increase 
in air temperatures and land surface temperatures; 

⚫ An increase in evaporation also increases the movement of heat from the surface, 
which affects land surface temperatures; 

⚫ Global warming causes an increase in temperature due to a surge of greenhouse 
gases in the atmosphere caused by global warming, which allows more solar 
radiation to be absorbed by the Earth's surface, thus increasing the air 
temperature and land surface temperature; 

⚫ In addition, there are other factors that may affect land surface temperatures, 
such as human activities and atmospheric conditions. 
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Figure 5.3: The mean, maximum and minimum of the LST maps were derived from 
MODIS LST images for every year from 2012 to 2021. Modified from Zhao and 

Tonooka (2022) [54]. 
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5.4 The Average Subsurface Temperature at Various Depths  

 
In this Section, we determine the time, location, and duration period of the 

zero-curtain effect based on the results of the upper limit temperature (LST) and lower 
limit temperature (TTOP) of the TLZ permafrost model for the years 2012 to 2021. We 
also present and illustrate the results of the zero-curtain effect for 2012-2021. 

Figure 5.4 [54] reveals the subsurface temperature calculated by the TLZ permafrost
 model and its relationship with the cycle from 2012 to 2021. It can be seen from the 
figure that the average subsurface temperatures at different depths are significantly 
correlated with the cycle, where the average subsurface temperatures at depths of 60 cm, 
50 cm, 40 cm, 30 cm, 20 cm, and 10 cm vary with the cycle, respectively. In addition, 
the average subsurface temperature showed a gradual increase with the increase of the 
depth of the active layer of permafrost in the same cycle. This indicates that the 
subsurface temperature of the active layer of permafrost is influenced by the depth, and 
the deeper the depth, the higher the temperature.  

The zero-curtain effect was evident at depths of 60 cm, 50 cm, and 30 cm below the 
surface in 2012, according to Figure 5.5, however at 40 cm depth it was not evident 
owing to an absence of data. In addition, although the zero-curtain effect is obvious at 
the shallow surface, the effect of subsurface temperature on surface temperature deeper 
in the active layer cannot be completely ignored. In order to further study the effect of 
zero-curtain effect on climate change in terms of permafrost, analysis of subsurface 
temperature at greater depths and collection of more measured data on subsurface 
temperature are needed in the future.  
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Figure 5.5 [54] shows that during the thawing season from the beginning of April to

 the middle of June, the subsurface temperature at various depths briefly crosses the 
zero line for less a week, that is, the zero-curtain effect occurs briefly during the 
thawing season, and it is difficult to capture the changes brought about by such a brief 
zero-curtain effect to the permafrost because the duration period is so short, as a result, 
it is difficult to utilize the zero-curtain effect to assess the stability of permafrost during 
the thawing season and existence.  

But, the freezing period, which starts in mid-October and lasts until mid-November, 
is a period during which the zero-curtain effect lasts for a relatively long time, around 
one month. Such a length of time can be utilized as a reliable measure of permafrost 
stability and presence.  

As a result, the long period of persistence of the zero-curtain effect throughout the 
freezing period will play an important role and can help us better understand the 
condition of permafrost. In this study, we evaluate the stability of the permafrost 
distribution area utilizing the length of the duration period of the zero-curtain effect 
during the freezing period according to the method presented in Table 5.1 Process 2. 
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Figure 5.4: The TLZ model was used to determine the temporal variations in the 
average subsurface temperatures at depths of 60, 50, 40, 30, 20, and 10 cm for the years 

2012 to 2021. Modified from Zhao and Tonooka (2022) [54].
 

Figure 5.5: The TLZ model was used to determine the temporal variations in average 
subsurface temperatures in 2012 at depths of 60, 50, 40, 30, 20, and 10 cm. Modified 

from Zhao and Tonooka (2022) [54].
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5.5 Maps of Permafrost Classification in Seven-Levels  

 
After determining the duration of the zero-curtain effect for each year of the freezing 

period between 2012 and 2021, we present and illustrate the mapping results by 
combining the principles and evaluation methods of the TLZ permafrost model. 

When the results of Figure 5.1 are combined with those from the TLZ permafrost 
model, permafrost distributions are shown in Figure 5.6 [54] and are divided into seven
 categories: unstable permafrost, general stable permafrost, very stable permafrost, 
extremely stable permafrost, short-term (ST) / non-permafrost, seasonal and transitional 
permafrost. 

The total number of pixels for every type of permafrost is shown in Figure 5.7 [54] as
 a function of periodic variation. And from the variation of each curve in Figure 5.7 we 
can draw some conclusions as shown in Table 5.2 below.  

 
Table 5.2: Conclusions drawn from the analysis of permafrost changes in the study area 

between 2012 and 2021 using the TLZ permafrost model. 
Conclusions Specific Content 

1 The research period did not indicate any substantial changes 
in the short-term (ST) / non-permafrost and seasonal permafrost 
classes, but the latter exhibits a moderate rise from 2019 to 
2020. 

2 Changes from unstable permafrost and generally stable 
permafrost classes resulted in a definite growth in the 
transitional permafrost class throughout this time. 

3 During the research period, the number of very stable 
permafrost and extremely stable permafrost classes marginally 
reduced. Changes from very stable permafrost to general stable 
permafrost classes and form extremely stable permafrost to 
very stable permafrost classes, respectively, were the major 
causes of these declines. 
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Figure 5.6: For every year from 2012 through 2021, permafrost distributions were 
divided into seven categories: short-term (ST) / non-permafrost, seasonal permafrost, 

transitional permafrost, unstable permafrost, general stablepermafrost, very stable 
permafrost and extremely stable permafrost. Modified from Zhao and Tonooka (2022) 

[54].
 

 
Figure 5.7: For every year from 2012 through 2021, the total number of pixels for every 
class—short-term (ST) / non-permafrost, seasonal permafrost, transitional permafrost, 
unstable permafrost, general stable permafrost, very stable permafrost and extremely 
stable permafrost—was calculated. Modified from Zhao and Tonooka (2022) [54]. 
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5.6 The TLZ Permafrost Model is Validated by Comparison with 

the MAGT Permafrost Model  

 
After obtaining the results of the application and evaluation of the TLZ permafrost 

model, in this Section we perform a validation analysis of the results according to the 
method presented in Table 5.1 Process 3. 

From 2012 to 2021, the subsurface temperatures at the 27 CMDC sites show 
significant changes at different depths. At 300 cm depth, the average daily subsurface 
temperature shows a slow increase during this decade; while at 60 cm depth, the 
average daily subsurface temperature shows an oscillating increase; at 50 cm depth, the 
average daily subsurface temperature reaches its lowest point in 2014 and then starts to 
increase slowly; at 30 cm depth, the average daily subsurface temperature shows several 
oscillations during the decade, with the highest point occurring in 2020 year. It can be 
seen from Figure 5.8 [54] that the subsurface temperature at different depths has a clear
 trend of variation in this decade.  

The annual averages of subsurface temperatures obtained by the TLZ permafrost 
model for the period for every depth are contrasted with the MAGT results calculated 
from this data in Figure 5.9 [54]. The comparison shows that the results obtained by the
 TLZ permafrost model are in high agreement with the MAGT results. At deeper 
depths, the differences are smaller; while at individual depths at shallow depths, some 
deviations occur, indicating that the TLZ permafrost model is more accurate in 
calculating the temperature at deeper depths. This should be related to the high accuracy 
of the corrected lower temperature limit (TTOP) in this research.  
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Based on the MAGT-based results, Table 5.3 [54] shows the simulation accuracy of

 the TLZ permafrost model for subsurface temperature at four depths. The RMSE (root 
mean square error) represents the deviation between the simulated and measured values, 
the Standard Error represents the accuracy of the simulated values, and the Mean 
Absolute Error measures the degree of deviation between the simulated and measured 
values.  

Their respective average values are all substantially lower than 1 and the values are 
0.19, 0.25 and 0.27, demonstrating the great accuracy of the TLZ model results in this 
investigation, which also indicates that the TLZ permafrost model can well simulate the 
trend of subsurface temperature changes and thus assess the changes of permafrost.  
 

 
Figure 5.8: For the years 2012 to 2021, the average daily subsurface temperatures at 300, 

60, 50, and 30 cm depths were calculated from 27 CMDC sites. Modified from Zhao 
and Tonooka (2022) [54]. 
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Figure 5.9: Comparison between the subsurface temperatures predicted by the TLZ 
permafrost model and the result of MAGT permafrost model for the years 2012 through 

2021 at depths of (A) 300 cm, (B) 60 cm, (C) 50 cm, and (D) 30 cm. Modified from 
Zhao and Tonooka (2022) [54].
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Table 5.3: RMSE, Standard Error and Mean Absolute Error, is the measurement of 

subsurface temperatures using the TLZ model at depths of 300, 60, 50, and 30 cm with 
reference to MAGT-based result. Modified from Zhao and Tonooka (2022) [54]. 

 

Depth (cm) RMSE (°C) Standard Error (°C) Mean Absolute Error (°C) 

300 0.165 0.094 0.189 

60 0.198 0.478 0.355 

50 0.200 0.158 0.291 

30 0.192 0.279 0.238 
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5.7 Summary  

 
In Chapter 5, we show and illustrate in detail the various results of the TLZ 

permafrost model based on the computational principles of the TLZ permafrost model 
using the various parameter factors obtained in Chapter 4. These results can be used not 
only as an important reference for the study and calculation of permafrost, but also as a 
validation of the permafrost model. 

Firstly, we introduce the specific process of application and evaluation of the model, 
where process 1 is the application and evaluation of the T (TTOP) part, process 2 is the 
application and evaluation of the L (LST) and Z (zero-curtain) parts, and process 3 is 
the comparative validation of the model. 

In the part of T, we classify permafrost and non-permafrost at large and medium 
scales in four levels, and analyze and illustrate the degradation trend and transition type 
of permafrost, etc. The results show that the permafrost zone changes, shrinks, and 
transforms into transitional permafrost over time. Especially after 2016, the degradation 
trend of permafrost areas started to increase.  

In the part of L, we analyze in detail the mean, maximum, and minimum values of 
LST from 2012 to 2021 and other related changes, and we analyze and explain the 
various environmental and climatic factors that may cause the increase of LST during 
the decade. 

In the part of Z, we determined the depth and time of occurrence of the zero-curtain 
effect, as well as the duration period of the zero-curtain effect, and determined that only 
the zero-curtain effect during the freezing period can be used to evaluate the stability of 
the permafrost distribution.  
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After that, we analyzed and evaluated the stability and transformation trends of 

permafrost regions, etc., on a small scale according to the duration period of the 
zero-curtain effect during the freezing period, combined with the classification results in 
part T. The results showed that the number of very stable permafrost and extremely 
stable permafrost classes decreased slightly during the study period. The shift from very 
stable permafrost to generally stable permafrost classes and from extremely stable 
permafrost to very stable permafrost classes, respectively, are the main reasons for these 
decreases.  

Finally, to ensure the accuracy of the TLZ model analysis results, we constructed 
MAGT permafrost models at different depths based on the measured subsurface 
temperature data and compared them with the results of the TLZ permafrost model. The 
analysis showed that the error results of RMSE, SE, MAE, etc. were much less than 1°C. 
This proved that the TLZ permafrost model proposed in this study has high accuracy 
and can make accurate evaluation and analysis of permafrost changes at different scales, 
such as large, medium and small. 

In the next chapter we discuss the experimental results and the problems encountered 
in the research, and summarize the final conclusions. 
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Chapter 6 The Discussion and Conclusion 

 

6.1 The Discussion  

 
Because, the model can help us better understand the characteristics and distribution 

pattern of permafrost, while the data can provide an objective and reliable reference for 
permafrost investigation. Therefore, to ensure the accuracy and feasibility of permafrost 
investigation, effective and accurate models and data must be grasped. First, we 
developed a revised TTOP permafrost model that incorporates a Net Water Content 
(NWC) factor to correct the soil thermal conductivity. This revised model can describe 
the soil properties of permafrost more accurately and provide more accurate lower limit 
temperature values (TTOP). In addition, a new TLZ permafrost analysis model is 
developed by fusing the revised lower limit temperature value (TTOP) and upper limit 
temperature value (LST) to accurately describe the specific conditions of permafrost 
according to the zero-curtain effect. We can use this model to conduct an in-depth 
investigation into the formation mechanism of permafrost, so as to better understand the 
environmental effects and change patterns of permafrost.  

In order to better assess the permafrost in the Qinghai-Tibetan Plateau area, we have 
conducted a lot of research work. We used high-precision data, including remote 
sensing data, meteorological data, and topographic data, to analyze and describe the 
permafrost environment on the plateau in detail, as a way to achieve a more accurate 
and reliable assessment. In addition, we collected various meteorological parameters, 
such as temperature, precipitation, evapotranspiration, etc., to provide an important 
basis for the assessment of permafrost conditions. In addition, we collected a large 
number of field observations, including air temperature, subsurface temperature and 
subsurface water content, to verify the validity of the model. Through these studies, we 
try to complete a more accurate and reliable permafrost assessment in the Tibetan 
Plateau region as much as possible.  
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For identifying permafrost and non-permafrost at large and medium scales, this study 

used the modified TTOP model to classify and analyze permafrost in the study region. 
The results show that the largest shift in permafrost category occurs between transitional 
permafrost and permafrost; in addition, seasonal permafrost shows an increase between 
2012 and 2021. This shows that the distribution of permafrost is influenced by the local 
climatic conditions and the trend of change is more obvious. Therefore, further in-depth 
studies on the distribution characteristics of permafrost and its changing trends in the 
study area will help to better understand the changes in the local climatic environment 
and provide a scientific basis for the effective use of permafrost resources.  

Although the impact of global warming results on permafrost can be immeasurable, 
the observation in the past five years shows that permafrost has recovered to a small 
extent in some areas. For example, in 2021 and 2018, there is some recovery in the dark 
purple permafrost distribution area in the lower right as shown in Figure 5.1. During 
2021 and 2018, although the warming trend persists in the study area, the average 
temperature is continuously increasing. However, the number of extreme weather events 
decreased during these two years, which may have contributed to the recovery of 
permafrost in the local region. Also the deterioration of permafrost may have been 
delayed during these two years due to the relatively stable average snowfall and rainfall 
and a certain degree of vegetation development. And due to the active layer's transfer of 
heat to the environment during the freezing phase, which raises the temperature at the 
active layer and permafrost layer's interface, the average value of TTOP during the 
freezing phase was greater than that during the thawing phase. 

Even so, in the study area as a whole, the area of permafrost has been decreasing in 
the last decade, and this degradation is particularly evident in the central and western 
parts of the study area. At the same time, global warming is still increasing, which leads 
to a more fragile permafrost. This situation not only threatens the survival of plant and 
animal species on the Qinghai-Tibetan Plateau, but also may in turn affect the global 
climate change process. This requires us to analyze and study aspects such as the 
stability of permafrost at a smaller scale.  
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The stability types of permafrost are influenced by environmental factors, such as 

temperature, snow water depth, and soil energy changes, so it is necessary to gain 
insight into the transition processes between different stability types of permafrost. In 
addition, the stability transition process of permafrost can also help us better understand 
the effects of global climate change, thus providing us with useful information. By 
comparing the transitions between various stability types of permafrost, we can better 
understand these changes and help us to better formulate effective countermeasures. In 
order to further analyze the stability of permafrost and its changes in the research region 
in detail at a small scale, we subsequently added stability classifications of permafrost 
areas while merging the TTOP model classification results in the TLZ permafrost 
model-based permafrost mapping, i.e., the study area was classified into seven 
permafrost categories for every year from 2012 to 2021. 

The results show a significant increase in the transitional permafrost category and 
some decrease in the very stable and extremely permafrost categories during this time 
period. No significant changes were seen in the short-term (ST) /non-permafrost and 
seasonal permafrost categories. In particular, changes from extremely stable permafrost 
to very stable permafrost categories and from very stable permafrost to general stable 
permafrost categories, respectively, were primarily responsible for the decreases in 
extremely stable permafrost and very stable permafrost categories, while changes from 
general stable permafrost and unstable permafrost categories were primarily responsible 
for the increase in transitional permafrost category. These changes indicate that the 
stability of permafrost areas in the study area is generally deteriorating, most likely as a 
result of the greenhouse effect that is currently starting.  

Therefore, we must take effective measures to stop the effects of the greenhouse 
effect in order to mitigate this deterioration in stability before it causes greater 
permafrost degradation. In 2020, certain changes in specific patterns in the atmosphere 
have occurred due to the occurrence of multiple extreme weather conditions. This 
phenomenon has a clear impact on climate warming, and the findings show that climate 
patterns in 2020 differ from those of previous years. Among them, temperature changes 
were particularly significant, with extreme temperatures in some areas accompanied by 
intense heat, which caused great inconvenience to people's lives.  
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In addition, the atmospheric circulation has also changed, affecting the trend of 

atmospheric circulation and causing extreme weather phenomena such as strong winds 
and dust storms in some regions. Therefore, the climate pattern in 2020 is slightly 
different and needs more attention and research to better cope with future climate 
change. This suggests that the increase in air temperature may lead to the melting of 
permafrost, which may result in the collapse of the ground and the formation of lakes, 
thus affecting the ecological environment. In addition, the frequency of extreme weather 
events may also affect the stability of permafrost, such as dust storms, desertification, 
etc., which may intensify the melting of permafrost and cause damage to the ground 
surface. 

After a detailed analysis of the stability changes in the permafrost region, to ensure 
the validity and accuracy of the TLZ permafrost model, we constructed the MAGT 
permafrost model by combining the measured ground temperature data, and compared 
the TLZ permafrost model with the MAGT permafrost model by validating the 
temperature results at different depths. The results showed an average RMSE of 0.19°C 
between the TLZ-based and MAGT-based results. We then performed a comparative 
analysis by combining the validation results of previous similar studies. When studying 
the underground depth of 2.35 m of the Qinghai-Tibetan Plateau using the MAGT 
permafrost model and the TTOP permafrost model, Ran et al. (2022) obtained an 
average RMSE of 0.93 °C [46]. When utilizing the MAGT permafrost model and the
 TTOP permafrost model for the underground depth range of 0 to 2.99 m of the 
Qinghai-Tibetan Plateau, Ni et al. observed an average RMSE of 0.53 °C in 2021 [45].
 When Yin et al. (2021) used the MAGT permafrost model and the TTOP permafrost 
model to study the underground depth range of 0.69 to 4.32 m of the Qinghai-Tibetan 
Plateau, they observed an average RMSE of 0.5 °C [47]. In comparison to their results,
 the RMSE result in our study is sufficiently low, only 0.19 °C showing that the TLZ 
permafrost model has more accuracy and smaller errors than traditional TTOP 
permafrost models.  
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After a comparative analysis with the results of the traditional TTOP permafrost 

model, we then compare and analyze the results with those of the traditional 
LST-zero-curtain permafrost model. Our study focuses more on the details of the 
zero-curtain effect and performs a more in-depth analysis. For example, we have used 
observations, experimental controls, and simulations in investigating the mechanism of 
the zero-curtain effect, and have obtained more information from them.  

In addition, we propose the TLZ permafrost model approach for better description of 
the zero-curtain effect. It was discovered in the zero-curtain effect evaluation on the 
TLZ permafrost model that the zero-curtain effect only occurs in the active layer's 
freezing phase, which is from the middle of October to the middle of November each 
year, during this time period, the water on the surface of the permafrost layer is 
completely frozen, thus creating a stable permafrost structure that allows it to exist. 
Moreover, it is only during this time period that the stability of permafrost can be 
effectively studied, because only during this time period is the structure of permafrost 
stable enough and not susceptible to external factors.  

The findings of this study are consistent with those of a prior one by Gillespie et al. 
The depth at which the zero-curtain effect manifests itself is where our research differs 
from the research of Gillespie et al. [49]. While the zero-curtain effect predominately
 appeared at 30 cm, 25 cm, and 15 cm in the prior work by Gillespie et al., our data, as 
shown in Figure 5.5, demonstrate that the zero-curtain effect happens at 60 cm, 50 cm, 
and 30 cm. The main reasons for this discrepancy are different approaches to calculating 
zero-curtain effects and different soil qualities between our research region (Asia's 
Qinghai-Tibetan Plateau area) and their research region (South-American's Chilean 
area). The Qinghai-Tibet Plateau region in Asia is mostly grassland with poorer soils 
and less support for plant growth, while the Chilean region in South America has higher 
quality soils and more support for plant growth. This most likely leads to different 
locations of subsurface energy balance points.  
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In addition, we used the TLZ hierarchical method to calculate the zero-curtain effect 

according to the combination of TTOP and LST, as opposed to Gillespie et al. who rated 
the zero-curtain effect just using LST. Because Gillespie et al. used the physics 
perspective ground surface temperature (LST) as a discriminating criterion, they used 
subsurface temperature to verify the accuracy of LST at 3 subsurface temperature 
monitoring stations with 2 cm depth subsurface temperature, illustrating that their 
approach can verify the existence of zero-curtain effect, thereby demonstrating the 
veracity of the zero-curtain effect theory in an indirect manner [49]. 

But in this research, we constructed the MAGT permafrost model with a large 
amount of measured ground temperature data to directly compare with the TLZ 
permafrost model at different depths. The validation methods used in the two researches 
were varied, and since Gillespie et al. did not disclose specific error precision validation 
figures in their previous investigation, we cannot measure the validation results of the 
two researches with specific error values such as RMSE,SE,MAE, etc. In contrast, the 
direct validation approach is typically more precise than the indirect validation 
approach. 

Because to identify permafrost changes in the Qinghai-Tibetan Plateau area, Zhao et 
al. also researched the zero-curtain effect [52]. They pointed out that the variation of
 permafrost depth is one of the important factors affecting the regional climate, and we 
compared the error results at various depths with their findings . Their average errors at 
245 cm, 105 cm, 40 cm, 10 cm, and 5 cm were greater than 0.4 °C [52], demonstrating
 that the TLZ permafrost model's average errors at various depths are lower than those 
of the traditional zero-curtain model, which has higher accuracy.  
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Although the validity and high accuracy of the TLZ permafrost model were verified 

in this research, the results in Table 5.3 show that the analytical error of the model for 
deep soils is smaller than that for shallow soils, which may be related to two major 
factors. The first is the use of a large amount of high-precision data and the introduction 
of a correction factor related to soil thermal conductivity in the determination of the 
lower limit temperature (TTOP) in this research, which results in a higher accuracy of 
the lower limit temperature part and is closer to the actual situation. The second is that 
there are some differences between the 0cm temperature and the LST even though the 
effects of snow and vegetation were taken into account and removed when determining 
the upper limit temperature (LST). These two points may be the main reasons for the 
difference between deep and shallow errors, which should be taken into account in 
future studies to investigate more reasonable conversion techniques. Moreover, when 
facing the area with more distribution of tall vegetation, more accurate removal methods 
can be adopted, such as coherent multi-frequency processing of synthetic aperture radar, 
etc. These are the spaces where the TLZ permafrost model can continue to be improved. 
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6.2 Conclusion  

 
Permafrost is one of the most sensitive areas of global climate change, and it is of 

great theoretical and practical significance to analyze its change law. To this end, we can 
use the relevant properties of the zero-curtain effect to analyze the change pattern of 
permafrost to study the mechanism of permafrost change and provide theoretical 
guidance for the management of permafrost. Specifically, we can examine the influence 
of the zero-curtain effect on permafrost change, so as to explore the pattern of 
permafrost change, analyze the relationship between it and climate change and human 
activities, and propose corresponding policy recommendations based on this.  

To address the shortcomings of the conventional TTOP permafrost model and the 
conventional LST-zero-curtain permafrost model, a new TLZ permafrost model was 
suggested to evaluate the zero-curtain effect of permafrost by setting the lower 
temperature as the TTOP value and the upper temperature as the LST value in this 
research. The depth, time, and duration of the zero-curtain effect derived from the TLZ 
permafrost model are used to analyze the change of permafrost in the central-eastern 
part of the Qinghai-Tibetan Plateau between 2012 and 2021. To obtain more accurate 
lower limit temperature (TTOP) values, the soil thermal conductivity in TTOP is 
corrected by introducing a new net soil water content factor (NWC). 

The TLZ permafrost model is ingeniously reconstructed by using the correlation of 
temperature and soil heat between the traditional TTOP permafrost model and the LST 
zero-curtain permafrost model. Compared with the conventional TTOP model, the TLZ 
permafrost model utilizes LST instead of air temperature, which greatly reduces the 
spatial distance problem in the temperature analysis of the conventional TTOP model, 
and LST is more stable and easier to observe than the air temperature of the range of 
2-10m. And compared with the traditional LST-zero-curtain permafrost model increases 
the curve change in terms of lower limit temperature for the zero-curtain effect analysis, 
which makes it more accurate for the zero-curtain effect and more consistent with the 
physical heat conversion principle of the active layer.  
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In addition to the above advantages, when we apply the TLZ permafrost model to the 

east-central part of the Qinghai-Tibetan Plateau in the research area for dynamic 
assessment and mapping, we can find that the TLZ permafrost model can not only 
distinguish the distribution and changes of permafrost and non-permafrost well at large 
and medium scales, but also make a very detailed ranking of the stability of permafrost 
areas at small scales. It is also possible to make a very detailed classification of the 
stability of permafrost areas at small scales and to accurately analyze information such 
as the conversion of changes in permafrost of different stability. This is a new 
breakthrough in the comprehensiveness of the permafrost analysis scale, which cannot 
be achieved by any previous permafrost analysis models. Moreover, when comparing 
and verifying with MAGT permafrost model, the error of the result is much less than 
1℃, which well proves the validity and high accuracy of TLZ permafrost model. 

In summary, the TLZ permafrost model can predict the deterioration of permafrost, 
periodic change model, stability change law, permafrost type conversion, future change 
prediction and so on. Compared with the traditional permafrost model, TLZ permafrost 
model opens up a new path in the field of permafrost model research. 
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